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4 Letters

LETTER FROM THE EDITORS

The Delta-Epsilon team has faced difficult times in the past two years, with a delayed publication
and a sharp decline in the number of submissions. Thanks to the hard work of our volunteers, we
are nevertheless able to perpetuate the tradition and present you the 7 edition. There is hope that
continuation will be possible, with more enthusiasm from the rapidly increasing cohort of mathematics
students at McGill. We believe this issue will provide interesting readings and allow incoming students
to discover new research fields. The Delta-Epsilon takes great pride in offering undergraduate students
the possibility to get a first access to the article submission process, graduate peers reviewers a chance
to exploit their skills and the editing team experience in publishing.

Particular efforts have been put into improving graphical readability and the fluency of the review-
ing, despite lack of submissions and many missed deadlines. We are as always looking for volunteers
interested in helping the undergraduate mathematical community; please contact us if you are eager
to participate or give a hand. I invite Ul and U2 students to look at the past issues online. Every-
one is invited to submit their work, whether research, neat explanation of small piece of mathematics,
interview or expository material. Share your passion with others: submit to the Delta-Epsilon.

Léo Belzile, Editor
(on behalf of the delta-epsilon editing team)
thedeltaepsilon@gmail.com

LETTER FROM SUMS

If mathematics happened in a concrete building would it exist?

The act of doing math is rather difficult to define, but the current state of math would never be possible
without the ability to read and write. It follows that math is founded on the idea of sharing, and we
are taught to share usually no later than at the undergraduate level.

With the seventh issue the delta-epsilon continues to be a testimony to the high quality research
being done by McGill’s undergraduate math student body and the passion they have for sharing their
love of the subject with others. The Society of Undergraduate Mathematics Students (SUMS) is proud
to see the efforts of both the contributors and editors come together into this inspiring journal.

On behalf of SUMS congratulations to the delta-epsilon team!

Thomas Ng, SUMS President
(On behalf of SUMS council)
http://sums.math.mcgill.ca/
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Solving Pell’s Equation Using Orthogonal Transformations 5

SOLVING PELL’S EQUATION USING ORTHOGONAL
TRANSFORMATIONS

Nikita Lvov and Xi Sisi Shen

We devise a method to solve a generalized version of Pell’s equation using the theory of orthogonal
matrices. It will be shown that infinitely many solutions can be found provided that at least one

nontrivial solution exists and is known.

Consider the problem of finding integers
(x,y) that solve the equation:

-2t =1 1)

The solutions (x,y) = (3,2) and (1,0) immedi-
ately jump out. After some thought, one might
realize that (17,12) is also a solution and that
(99,70) is another one.

A natural question one might then ask is if
there exist infinitely many solutions. Equation 1
is known as a specific instance of Pell’s equation,
x?> —ny? = 1, and is indeed well-known! to ad-
mit infinitely many solutions, provided that n is
not a perfect square.

In this article, we shall demonstrate, by
means of a simple method, that eq. 1 does have
infinitely many solutions and that, much more
generally, a relatively wide class of equations
satisfy the following theorem:

Theorem 1. Suppose an equation of the form
2 v 2
- ) mxp =1 ()
k=2

where {ay} are strictly positive integers and n > 1,
admits one solution in the strictly positive integers.
Then, for any N > 0, it also admits an integer solu-
tion {x;}!'_, that satisfies x; > N Vi. Consequently
this equation must have infinitely many integer solu-
tions.

We will prove this statement by first finding a
transformation that takes the set P of positive in-
teger solutions (defined as the set of all n-tuplets
of positive integers that solve eq. 2) into itself.
We will then show that applying this transfor-
mation reiteratively to the given solution gener-
ates infinitely many solutions that meet the con-
dition x; > N Vi.

In order to find a way to derive such a trans-
formation, let us first consider the simpler and
seemingly unrelated problem of finding linear
transformations M : R" — IR" that preserve
the Euclidean vector norm, i.e. those for which
|Mo]| = [|ofl, Vo € R".

Such an M should satisfy, Vo € IR":

(Mv) " I(Mv) =o' Iv
o' M'IM=T)v=0 = M'IM=I

The last relation for M is easily recognized as
the one describing the set of orthogonal matri-
ces, denoted by O(n). More generally, we shall
denote by Os(n) the set of all n x n matrices M
such that:

M'SM =5

for a given symmetric matrix S. It is easy to see
that if M € Og(n), then (Mv)"S(Mv) = v'Sov
for any v € R”. It is also useful here to observe
that the composition of two elements of Os(n),
say, M and N, is another element of Os(n) since

(MN)TS(MN) =NT(M'SM)N=N'SN =35

We can now consider the question of how to gen-
erate elements of O;(n). To answer this, we re-
turn to the Euclidean case that was first consid-
ered and we note that reflection about any hy-
perplane (that passes through the origin) is a lin-
ear transformation that preserves the Euclidean
norm of any vector in R”. Indeed, taking e to be
the unit normal to the hyperplane of reflection,
the action T of the reflection upon v € R" can be
described by:

T(v) = v —2e(e,v)

where (e,v) = e Iv is the Euclidean inner prod-
uct of e and v. It is now straightforward to verify
that

(T(v), T(v)) = (v —2e(e,v),v—2e{e,v))

= (v,0)

for any vector v € R". Thus, T gives rise to an
orthogonal matrix.

In fact, it is easy to see that exactly the same
holds if the inner product (-, -) is replaced by the
inner product (-, -)s, defined as (u, w)s = u' Sw,

Isee for example Section 7.3 of Chapter 2 of Borevich and Shafarevich (1966)
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Nikita Lvov and Xi Sisi Shen

provided that e now satisfies (e, e)s = elSe =1,
i.e. we have

[0 —2e(e"S0)]"S[v—2e(e Sv)] =v' S

Vv € R", for any symmetric matrix S, and any e
such that e Se = 1. This gives us the following
lemma:

Lemma 2. Ife € R" satisfiese' Se = 1and Sis a
symmetric matrix, then the matrix M, = I — 2ee’ S
belongs to Os(n).

Let us momentarily pause to see how this
works for the case of R and S = . Ife' Ie = 1
for a vector e € IR?, then e has the general form
e = (cos,sinf). The resulting orthogonal ma-
trix associated with e is hence

1 0 cos? cosfsinf
MB_<O 1 )_2<sin6c059 sin? 6 )
[ —cos20 —sin26
—\ —sin20 cos26

(-1 0 cos20  sin26
o 0 1 —sin20 cos260
The matrix M, therefore describes a rotation

composed with a reflection, and is indeed or-
thogonal. Slightly more interesting is the case

when
1 0
s=(o )

The general form of a vector e € IR? for which
e'Se = 1is now e = (cosh ,sinh B). A compu-
tation analogous to the one above shows that the
matrix M, associated with this vector has the fol-
lowing form:

10
w= o 1)

’ cosh? B coshBsinhB) /1 0
sinh B cosh sinh? B 0 -1

_ [cosh2B sinh2B) (=1 0

- (sinhZ[S cosh2[3> ( 0 1)

This describes a reflection composed with a
transformation that is known in special relativ-
ity as a Lorentz transformation.

Let us now apply Lemma 2 to find the de-
sired transformation that takes positive integer
solutions of eq. 2 to positive integer solutions.
To make notation more concise, we shall under-

stand the phrase “a positive matrix” from here
on to refer to a matrix with all entries positive.

Furthermore, a vector in IR” will be termed “pos-
itive solution” if its coordinates are positive inte-
gers that solve eq. 2. A solution will thus be de-
noted either as a vector, say x, or as an n-tuplet
of integers, say {x;}" ;.

First of all, we can observe that x = {x;}! , is
a solution of eq. 2 if and only if x " Sx = 1 where

1 0 0

0 —dap 0
S= .

0 0 —ay

Hence, in order for a transformation R" —
R" which will take positive solutions of eq. 2
to positive solutions, it is sufficient for its asso-
ciated matrix M to belong to Os(n) and to have
only positive integer entries.

Now, suppose that eq. 2 admits at least one
solution in the strictly positive integers. There-
fore, there exists a vector of strictly positive inte-
gers eq that satisfies eir Se; = 1. Furthermore, ¢;
is distinct from the vector ¢y := (1,0, ...,0) satis-
fying ej Sep = 1. Denoting the i entry of e; by
(e1);, we have that

n

[(e0)1]* =14 Y ai[(e1):]?

i=2

and therefore, since (e7) is positive and integer-
valued, (e1); > 2. Of course, we also have that
(e1); > 1foralli.

We know from Lemma 2 that M,, = I —
2e1e] S belongs to Os(n). It is also clear that M,
has only integer entries. Thus, it satisfies all the
requirements we desire except for positivity. The
latter can be obtained using ey. As eoT Sepg =1, ¢
also gives rise to an element M., = 1 — 2epeg S
of Os(n). Since the composition of two elements
of O;(n) is another element of Og(n),

M = M, M, = (I —2e1e] S)(I —2epeg S) € Os(n)

Let us now show that M is positive. It is easy to
see that I — 2¢pe] S is simply the matrix

-1 0 --- 0
0O 1 --- 0
0 0 --- 1

which we can denote by I'. Substituting this
gives:
M = Mg, M, = (I —2e1e] S)T’
=I' +2e1e] (—ST').
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Solving Pell’s Equation Using Orthogonal Transformations 7

The matrix —SI’ is a diagonal matrix with pos-
itive entries on the diagonal, whose first entry
is equal to 1. Hence, 2¢1¢ (—SI') is a positive
matrix whose first term is 2[(e1)1]> > 8 and
whose i entry on the diagonal is bounded be-
low by 2[(e;);]> > 2. This implies that M itself
is a positive matrix with Myj; > 8 =1 = 7 and
M;; > 2+1 = 3. Also, M belongs to Os(n) and
has integer entries. Thus, takes positive integer
solutions of eq. 2 to positive integer solutions.

Therefore, M¥e is a positive integer solution
to eq. 2 for any k, and the i*" coordinate of this
solution satisfies

(MFer); > (MN)ji(e1); > (Mii)¥(er);
> (Mj)* >3

This implies that {M¥e; }¢° | is indeed an infinite
family of solutions to eq. 2. Furthermore, for any

JOKES AND COMICS

N > 0, we can choose k sufficiently large that
(MFey); > N Vi, thus proving Theorem 1.

It is worth noting that the above inequalities
hold because the matrices in question are non-
negative. Should this requirement be relaxed,
we could still obtain non-negative integer so-
lutions (just by changing the sign of the nega-
tive entries in the solution vectors). However, it
would be possible that MNe; = MKe; for some
finite distinct N > 0 and K > 0 and we would
not be able to generate infinitely many solutions
and conclude the theorem.

REFERENCES

Borevich, A. 1. and Shafarevich, I. R. (1966).
Number theory. Translated from the Russian by
Newcomb Greenleaf. Pure and Applied Math-
ematics, Vol. 20. Academic Press, New York.

xked 1133: Frequentists vs Bayesians
‘Detector! What would the Bayesian statistician say if I asked him whether the—* [roll] T AM A NEUTRINO
DETECTOR, NOT A LABYRINTH GUARD. SERIOUSLY, DID YOUR BRAIN FALL OUT ? “ [roll] "... yes.”

MCGILL UNDERGRADUATE MATHEMATICS JOURNAL

THE SELTA-ePSILON



Matthew Stevenson

AN INTRODUCTION TO BELYI SURFACES

Matthew Stevenson

We outline the basic theory of Belyi surfaces, up to Belyi’s theorem (Belyi (1979)), which charac-
terizes these spaces as precisely those Riemann surfaces that are defined over Q. We then detail the
Brooks-Makover construction of a Belyi surface from an oriented cubic graph. Consequently, we can
apply the model of Bollobés in order to randomly pick a Belyi surface. Finally, we briefly explain the
relationship between Belyi surfaces and Grothendieck’s dessins d’enfants.

1 BELYI SURFACES

A Riemann surface is a 1-dimensional complex
manifold i.e. a connected orientable surface such
that every point has a neighborhood homeomor-
phic to C. Some common examples are the Rie-
mann sphere IP!(C), a surface of genus 2 (pic-
tured below), or the analytic continuation of a
holomorphic function (e.g. f(z) = logz).

Figure 1: A surface of genus 2

Let f: Sy — Sy be a nonconstant holomor-
phism between two Riemann surfaces. We say
that f is an n-sheeted branched covering if there
exists a finite subset C(f) C S, such that:

o if x € Sy — C(f), then |f 1 (y)| = n
o ifx € C(f), thenl < |f 1 (y)| <n

We call C(f) the set of critical values of f, and say
that f is ramified or branched over x € C(f). Note
that outside of these degenerate points, f is a de-
gree n covering map.

Suppose S is a Riemann surface. Consider
such a map B: S — P(C). If C(B) C {0,1,}
then S is said to be a Belyi function, and in this
case S is called a Belyi surface.

Consider the map B: P}(C) — PP'(C) given
by z + z" for any integer n > 1. Clearly f is non-
constant and holomorphic. Moreover, for any
fixed w € P(C) — {0, 0}, the equation z" = w
has n distinct solutions by the Fundamental The-
orem of Algebra. However, 371(0) = {0} and
B~1(c0) = {0}, so B is ramified at {0,0}. In

particular, 3 is a Belyi function and the Riemann
sphere is a Belyi surface.

Now that we understand the most basic Belyi
surface, let us describe Belyi’s incredible charac-
terization of a general Belyi surface. First, note
that certain Riemann surfaces arise as the zero
set of a two-variable complex polynomial. For
a subfield K C C, a Riemann surface over K is an
irreducible polynomial in K[x,y|. For example,
the elliptic curve

2= tax+b:abeQ

defines a torus over Q, since all of the coefficients
are rational.

In 1979, Belyi proved the remarkable result
that a Riemann surface S is defined over Q iff S
is a Belyi surface. This implies that Belyi surfaces
are dense in the space of all Riemann surfaces.

2 THE BROOKS-MAKOVER
CONSTRUCTION

While studying the first eigenvalue of the Lapla-
cian on hyperbolic Riemann surfaces, Brooks
and Makover developed a model that takes as
input an oriented cubic graph and outputs a
compact, finite-area, Belyi surface. Indeed, be-
ginning with a finite cubic graph I' (that is say I
is a 3-regular graph on n vertices), define an ori-
entation O on I" by adding a cyclic orientation of
the edges incident to each vertex. For example,
consider the orientation on the graph below:

7 8
2 4
11 12

Notice that the orientation is represented at a
vertex by a 3-cycle, read counterclockwise. The
orientation O of the graph is then completely de-
termined by a product « of disjoint 3-cycles. In

THE SELTA-ePSILON
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An Introduction to Belyi Surfaces

the example above, « is given by
a=(1,3,2)(4,5,6)(7,9,8)(10,11,12).

The purpose of representing the orientation by
such a permutation « is to demonstrate that the
edges incident to a given vertex can be cyclically
reordered, just as the cycles (1,3,2) and (2,1,3)
are equivalent as elements of a symmetric group.

Now, take the triangle T in the hyperbolic
plane H? with vertices at {0,1,c0}. Its hyper-
bolic area is,

1 00

area(T) = /

0

dydx
2

= 7T.

,(x,%)z

N

In particular, the area of T is finite with respect to
the hyperbolic metric. On each of the bounding
geodesics of T, pick a “midpoint” of that side,
namely {i,i + 1, 51}. The term “midpoint” is
a misnomer, since each bounding geodesic is of
infinite length, but we use these points as a ref-
erence. The scenario is thus the following;:

i T i+1

NI—=
+
NI~

0 1

Given an oriented cubic graph (I',O) on n
vertices, we associate each vertex v; to such a hy-
perbolic triangle T;. For every edge between v;
and v;, identify one side of T; to one side of T};
this ‘gluing” procedure is uniquely determined
by the following two conditions:

1. the “midpoints” of the two sides are glued
together

2. the gluing preserves the orientations of T;
and T;

The result of all of the gluing is a noncompact
surface SO(T, ©), which will have a bunch of
cusps (there will be exactly one cusp for each
LHT path!). Also note that SO(T, ©) will have

finite hyperbolic area equal to 71, as we have
glued together n hyperbolic triangles T each of
area equal to 7.

Finally, we want to consider the confor-
mal compactification S¢(T,0) of the surface
SO(T, ©). Each cusp neighbourhood of S°(T, O)
is conformally equivalent (isometric, even) to a
punctured disk. If each cusp neighbourhood of
SO(T, O) is replaced with a punctured disk and
then all of the punctures are filled in; the re-
sulting compact surface is S¢(T', ©). Moreover,
adding finitely many points does not change the
area, so SC(F, O) also has finite area.

A natural question to ask now is why are the
surfaces constructed in this manner significant.
One can show, as in Brooks and Makover (2004),
that S is a Belyi surface iff there exists an oriented
cubic graph (T,0) such that S = S¢(T,0).2
Therein lies the key idea of the Brooks-Makover
construction: one can understand a Belyi surface
by understanding a finite graph.

In the first section, we showed that the Rie-
mann sphere IP!(C) is a Belyi surface, so there
must exist some oriented cubic graph (T,O)
such that P'(C) = S¢(T,©). While there is no
way of reversing this process in general, let us
apply the Brooks-Makover process to the follow-
ing oriented graph (I', O) and see what happens.

Gluing together two hyperbolic triangles T;
and T, according to the above recipe, we obtain a
surface SP(T, O) that appears spherical, but has
3 cusps. Replacing each cusp neighborhood with
a punctured disk, results is a sphere with 3 punc-
tures. Finally, to realize the conformal compacti-
fication S¢(T', ©), artificially fill in each puncture
to get a sphere i.e. S¢(T, 0) = P!(C).

3 RANDOM BELYI SURFACES

Without delving too deeply into the theory
of random graphs, the procedure to randomly
choose a Belyi surface is given below, and re-

LA left-hand-turn (LHT) path on the oriented graph (T, ©) is a path where we always turn “left” in the orientation O at each
vertex. One can take “left” turn at a vertex to denote, for example, the smallest number associated to an edge incident to the

vertex by O.

2Note that the conformal compactification S¢(T, O) is indeed a compact surface. Belyi’s Theorem implies that Belyi surfaces
are dense in the space of all Riemann surfaces, so we are faced with the (perhaps counter-intuitive) fact that any Riemann surface

can be approximated arbitrarily-well by a compact surface.
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lies crucially on the construction of Brooks and
Makover.

The random choice of an oriented cubic
graph (I, O) on n vertices gives a random Be-
lyi surface S¢(T,0), by applying the Brooks-
Makover construction to (I', O). However, there
are exactly 2" possible orientations on any cu-
bic graph with n vertices. The problem of ran-
domly choosing an oriented cubic graph is then
reduced to randomly choosing a cubic graph on
n vertices, as one can then just pick (uniformly,
say) one of the orientations.

Bollobas’s configuration model Bollobéas
(1985) provides an algorithm for randomly
choosing a k-regular graph on n vertices in a
“sensible” manner. In the case of a cubic graph,
Bollobés’s strategy can be explained as follows:

To choose a random cubic graph on n ver-
tices, let {vy, - - - , v, } denote its vertex set. Now,
imagine filling a bag with 3n balls, where each
ball is labelled with a vertex v;. Each v; will ap-
pear on exactly 3 balls in the bag. Randomly pick
a pair (v;,0;) of balls from the bag and add an
edge between vertices v; and v; in our graph. Re-
peat this process until we have picked every ball
from the bag, and the result is a 3-regular graph
on n vertices. (This is indeed possible since finite
3-regular graphs have an even number of ver-
tices.)

Recall that Belyi’s Theorem implies that Be-
lyi surfaces are dense in the space of all Riemann
surfaces. Thus, by extension we can pick a ran-
dom Riemann surface.

Primarily using the ideas presented herein,
Brooks and Makover were able to conjecture that
the expected genus of a random Riemann sur-
face obeys a particular distribution. In Gam-
burd (2006), Gamburd proved their conjecture,
by translating the problem into estimating the
limiting behaviour of certain probability mea-
sures on the alternating group. For the interested
reader, these first three sections provide suffi-
cient detail and background to tackle Gamburd’s
proof.

4 GROTHENDIECK'S Dessins d’Enfants

Given a Belyi surface S and a Belyi function
B: S — PY(C), a dessin d’enfant is a bipartite
graph whose vertex set is determined by:

1. A black vertex for each x € ~1(0).

2. A white vertex for each x € f~1(1).

The edges are given by the connected compo-
nents of the preimage of (0,1) by B. The bipar-
tition of the vertex set is given by those vertices
that are colored black and white.

For example, the Belyi function g: P}(C) —
P!(C) given by z — z°. As shown in the first
section, B~!(1) will have three components but
B~1(0) will only be a point. The set B71((0,1))
consists of 3 components, connecting each com-
ponent of B~1(1) to B~1(0). Thus, the dessin
d’enfant associated to this Belyi function is the
following:

Note that for Belyi surfaces that are more com-
plicated than IP'(C), the Belyi functions are gen-
erally more complicated as well. Consequently,
the corresponding dessin d’enfant can become
quite difficult to compute (although still much
simpler than working with the Belyi surface it-
self).

Therefore, a Belyi surface and a Belyi func-
tion give rise to a dessin d’enfant. Grothendieck
remarked, as in Schneps (1994), that a dessin de-
termines a covering of P! (C) that is ramified at
most at 0, 1, and the point added at co. Thus,
the dessin also determines a Belyi function, and
hence a Belyi surface. The absolute Galois group
Gal(Q/Q) acts on the Belyi surface®, and so by
extension on the dessin. In particular, the dessins
d’enfants provide certain useful invariants un-
der the action of this Galois group.

Indeed, these dessins d’enfants, though sim-
ple in appearance, have had a profound impact
on the study of Belyi surfaces and Belyi func-
tions. For a more complete and quite beautiful
description of these multifaceted objects, please
see Schneps (1994).

REFERENCES
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3By Belyi’s Theorem, the Belyi surface is determined by a polynomial in 2 complex variables with coefficients in Q; thus,
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JOKES AND COMICS

xked 1348: t distribution
If data fails the Teacher’s t test, you can just force it to take the test again until it passes.

What is the difference between an argument and a proof? An argument will convince a reasonable
man, but a proof is needed to convince an unreasonable one.

One day a farmer called up an engineer, a physicist, and a mathematician and asked them to fence
in the largest possible area with the least amount of fence. The engineer made the fence in a circle
and proclaimed that he had the most efficient design. The physicist made a long, straight line and
proclaimed “We can assume the length is infinite...” and pointed out that fencing off half of the Earth
was certainly a more efficient way to do it. The mathematician just laughed at them. He built a tiny
fence around himself and said, “I declare myself to be on the outside.”

xked 1345: Digits

It’s taken me 20 years to get over skyline tetris.
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12 Meng Zhao
INTERVIEW WITH DR. LINAN CHEN
Meng Zhao
Biography in a box After PhD, I continued working on analyt-
Nationality Chinese ical probability theory. I studied in particu-
Speciality Probability lar its connection with infinite dimension anal-
Alma mater MIT

Coming from
Teaching lately

MIT, McGill (postdoc)
Calculus 1, Ad. Probability 2

be: Tell me a little about your personal and
academic background.

I grew up in the north east of China, in Liaon-
ing province. After high school, I went to Tsin-
ghua University in Beijing for my undergrad
studies and there I got my B.Sci. After that, I
was admitted to the math PhD program at MIT.
During my graduate studies, I got interested in
probability theory and its connections with var-
ious other fields. In 2011, I completed my PhD
thesis on this topic and after that I joined McGill
University as a postdoc, where I have spent al-
most 3 years. Starting in September 2014, I will
become an assistant professor at McGill and I am
very much looking forward to it.

ée: How did you become interested in proba-
bility?

Probability theory has a long history; many
people become interested in this field because of
its combinatorial side which is discrete probabil-
ity, indeed the original root of probability theory.
Nowadays, it has given rise to many meaningful
problems. However, that’s not how I got started.
Iactually started with the analytical side. In par-
ticular, I was shown by my PhD advisor, Pro-
fessor Daniel Stroock, the connections between
probability theory and partial differential equa-
tions. I learned from him how a deterministic
phenomenon, for example heat diffusion, can be
described and studied through the underlying
random process; and then how this random pro-
cess is driven by deterministic partial differential
equations known as Kolmogorov’s equations. I
got immedjiately interested in this and other pro-
found connections between the random world
and the deterministic world.

de: What are your current research interests?

ysis. Right now, I'm working on problems re-
lated to Gaussian free fields. Heuristically spea-
king, a Gaussian free field is a Gaussian process
parametrized by multiple parameters. You can
think of it as a Brownian motion but driven by
more than one time parameter. Imagine I give
you two clocks, and you have to time your pro-
cess using two clocks at the same time, or even
more clocks.

Gaussian free fields have various applica-
tions in physics and analysis and can also be
used to model random geometric objects — for
example, a random manifold or a random sur-
face. I have collaborated with Professor Dmitry
Jakobson on various projects related to random
metrics and random measures. We build these
random geometric objects using Gaussian free
fields and we study their properties.

Picture 1: Dr. Linan Chen, who is joining the
Department as Assistant Professor

de: What is a random surface?

Think of a plane. A plane is not random,
right? It’s completely flat. Now repeatedly select
a point at random and make it into either a bump
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or a valley. In some sense you are randomly
reshaping the landscape of this plane. You can
think of this as one way of getting a random sur-
face. If you and I both do a simulation, we would
get different surfaces. The space of all these ran-
dom surfaces has an underlying probability dis-
tribution. You may favour a certain kind of con-
figuration and penalize other kinds.

de: Compare your experiences with under-
grad in China, PhD at MIT, and postdoc at
McGill? For example, did each step prepare
you well for the next?

[LAUGHS] One thing I can say for sure is the
winters got colder and colder from one place to
the next. I was in a different stage in my stud-
ies at each place — there was no overlap — so
it’s hard to compare. For my undergrad stud-
ies, I basically followed a well-planned and very
strict curriculum in China. In hindsight I think
it’s important to lay down a solid foundation at
the early stage of mathematical study. Even af-
ter I had an idea of what I wanted to do, this was
very helpful; I was working really hard and do-
ing a lot of practice.

By contrast, at MIT the PhD curriculum has
a lot more flexibility: a lot less required course-
work and a lot more research training. The tran-
sition is that you spend less time doing home-
work problems, which are designed to be solved
efficiently in a short amount of time, and far
more time tackling “real” research problems that
need to be broken down into small steps. The re-
searcher must plan a strategy to achieve a goal
which may not even happen. As a postdoc,
besides pushing forward with the work that I
started in my PhD, I also tried to broaden my
research field. For example, I've been trying to
make more connections between subjects which
are familiar to me with ones that are new to me.
At every stage of my study, the guidance and the
support of my advisors have been incredibly im-
portant. Meanwhile, I have had to become in-
creasingly independent; it’s like when an eagle
must eventually leave the nest and learn to fly
by herself.

be: What is the collaborative research process
like?

A collaborative research process is a combi-
nation of learning and teaching. You will some-
times learn more than you teach, and other times
vice versa. It's a lot of exchange of knowledge,
and bringing different skill sets to one problem.
In my experience it can be very efficient to work
with someone. On the one hand, your collabo-
rator can bring a whole new perspective to the
problem; on the other hand, you are motivated
- in some sense you're forced — to keep track
and to be super organized with your thoughts
because you need to make someone else under-
stand them. And same for your collaborator.

Oftentimes, it’s helpful to talk to someone
when you get stuck. I've gotten inspired about
my research problem by talking with peer grad-
uate students that are not strictly my collabo-
rators and who are doing completely different
things.

bée: How does it feel to be a postdoc on the
verge of being an assistant professor?

I am very excited and a little bit stressed
about this transition. Being a professor is like
starting a new era which certainly brings me
more resources and opportunities to further my
research interests but which also comes with a
lot of responsibilities, bigger teaching loads, and
higher expectations — as you can imagine. But
after all, being a faculty member, I look for-
ward to doing more things for the department,
serving the community, and doing more things
for the students. As for teaching, you know,
I love teaching. It is really a very good expe-
rience for me to have taught two very differ-
ent courses: graduate level advanced probability
and freshmen-level calculus. I learned a lot. In
the future I definitely look forward to teaching
more courses.
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RELATING DETERMINISTIC FINITE AUTOMATA AND BOOLEAN
CIRCUITS

Leah Weiner

To help us gain some understanding, we begin by looking at two of the simplest computational
models. A natural computational model for performing sequential computations is the finite automa-
ton. For parallel computations however, it is natural to use boolean circuits. These two models of
computation have surprising relationships. Below, we will define these two models and demonstrate
the relationships between them. It turns out that the languages which can be recognized by a boolean
circuit of constant depth and a polynomial number of gates (with respect to the number of input
nodes) are exactly the languages which are p-reducible to a language which can be recognized by a

specific subset of finite automata.

1 INTRODUCTION TO REGULAR
LANGUAGES

An alphabet ¥ is a non-empty, finite set of sym-
bols. For example, {a,b,c} and {0,1} are two
distinct alphabets. Any finite string of sym-
bols over the alphabet X is called a word. The
empty word, denoted ¢, is the word of length
zero. Further examples of words over the alpha-
bet {a, b, c} include a, acb, and caaabbccca.

In computer science, we are generally only
interested in subsets of all possible words over
an alphabet X~.. We denote the set of words of
length n over the alphabet X by X", and the set of
all possible words over the alphabet X by 2*. A
subset of words L C X* is called a language over
the alphabet ¥. Languages can contain either a
finite or an infinite number of words. One ex-
ample of a (infinite) language over the alphabet
{a,b,c} is L = {ab,aabb, aaabbb,..} = {a"b" :
n > 0}.

Let us now define operations on languages.
Given any two languages L; and L, over the
same alphabet X, we define the following opera-
tions:

1. Concatenation: L1L, = {wjw, : wy €
Ly, wy € La}

2. Union: LiULy ={w:we€ Liorw€ Ly}

3. Intersection: L1 N Ly = {w : w € L; and
w e Lz}

4. Kleene’s star: Lj = {w = wjwy...wy, :
n>0w; € Ll}

Note that the empy word € = @*, and that
the language consisting of every word over X is
denoted by X* (coinciding with our earlier def-
inition). When the meaning is clear, we iden-
tify a word w € X with the singleton {w} SO
we may write, for example, {w}* = w* =

{e, w, ww, ...}. Examples of languages that can be
constructed using the operations defined above
include ab* = {a,ab,abb,abbb, ...} and (ab)* =
{€,ab,abab, ababab, ...}.

We are interested in looking at a specific fam-
ily of languages. The class of regular languages
occurs naturally in computer science and their
properties are therefore studied in great depth.
The class of regular languages over the alphabet
2 is the smallest class of languages closed under
union, concatenation and Kleene’s star that con-
tains every singleton {a}, for each a € X, and the
empty set @.

An example of a regular language
over the alphabet ¥ = {ab,c} is L =
{a,ab,abb, abbb, abbbb, ...} = {ab" : n > 0} =

ab*, the set of words that begin with an 2 and
end with any number of b’s. Every finite lan-
guage is regular. Not every language is regular,
however. A common first example of a language
that is not regular is the language described by
{a"b" : n > 0}, which we will investigate later.

2 INTRODUCTION TO DETERMINISTIC
FINITE AUTOMATA

A deterministic finite automaton (DFA) operat-
ing over an alphabet X is a computational model
which takes as input any word in £* and has a
binary output (i.e. “yes’ or ‘no’). Each DFA oper-
ates over only one alphabet. A DFA is formally
represented by a 5-tuple (Q, %, J,qo, F) where Q
is a set of states, X is an alphabet, ¢ is a transition
function 6 : Q X £ — Q, qo is the start state, and
F is the set of accepting states.

DFAs can be represented on paper as directed
graphs (See Figure 1). Each state of the DFA cor-
responds to a node in the graph, where the start
node is specified by the upper left-most arrow,
and accepted states are represented by a dou-
ble circle. The transition function is represented
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as labeled arrows connecting nodes, where the
arrow from state g to gy is labeled a € X if
and only if 6(q1,a) = g2. Generally, the graph-
ical representation of DFAs are not drawn com-
pletely. In what follows, if we omit any arrows or
nodes, it is assumed that these arrows lead only
to rejection states. For example, refer to Figure 1
and Figure 2. Both DFAs accept exactly the same
words. We can see, however, that the DFA in
Figure 2 omits the implicit rejection arrows and
nodes.

When given a word in its input alphabet, the
DFA will process the word as specified by its
transition function. It is easiest to see this by pic-
turing the on-paper representation of a DFA. The
DFA begins by default at the start state. The se-
quence of states is determined by following the
labeled arrows and reading one symbol of the
word at a time. When the DFA has finally pro-
cessed the last symbol of the word, it observes its
current state. If the DFA is in an accepting state,
then it will output “yes”, and the word is in the
language recognized by the DFA. However, if at
the end the DFA finds itself in a rejecting state,
then it will output “no”, corresponding to the
words that are not in the language recognized
by the DFA.

H@L@O b
N A
@a,b

Figure 1: This DFA recognizes the language ab*,
and includes all possible transitions.

O——Q )¢

Figure 2: This DFA recognizes the language ab*,
leaving transition arrows which lead to rejection
implied.

Now that we have described DFAs, let us
look at the relationship between DFAs and reg-
ular languages. The famous theorem of Kleene’s
states:

Theorem 1 (Kleene’s Theorem). A language L is
regular iff L can be recognized by some DFA.

Kleene’s theorem allows us to prove our ear-
lier claim about the regularity of the language
{a"b" : n > 0}.

Kleene’s theorem tells us that given any lan-
guage L, if we can construct a DFA that accepts
only the words in L, then L is a regular language.
Moreover, if L is a regular language, we will be
able to construct a DFA that accepts exactly the
words in L. Although we will not prove this the-
orem here, we will use the result.

With Kleene’s theorem it is now easy to
see that the language {a"D" n > 0} =
{ab, aabb, aaabbb, ...} is not a regular language, as
it cannot be recognized by a DFA.

Proposition 2. The language {a"b" : n > 0} =

{ab, aabb, ...} is not reqular.

Proof. Suppose the above language were regular
so that it is then recognized by some DFA. For
any n € N, let g, be the final state of the DFA
when the word 4" is inputted. Since the DFA ac-
cepts only words of the form a”b", it follows that
q; # qj for any i # j. For if they were the same
state, then the DFA would accept both a'b' and
a'bl. Since a DFA has, by definition, only finitely
many states, this yields a contradiction.

O

An easy corollary of the above theorem re-
gards the complements of regular languages.

Corollary 3. Regular languages are closed under
complementation

Proof. If L is a regular language, then L is recog-
nized by some DFA D = (Q,%,46,49¢,F). Con-
sider the DFA D' = (Q,%,4,q0,Q — F). Clearly,
D’ accepts a word iff D rejects that word. There-
fore, D' recognizes the complement of L. O

The class of star-free language is defined as the
smallest class of languages closed under unions,
concatenations and complements, that contains
every singleton {a}, a € X, as well as the empty
set @. It follows from Corollary 3 that every star-
free language is regular. Intuitively, a star free
language is a language that can be completely
described without using the * operation.

One easy example of a star-free language is
X*, as X* can be completely described by the
star-free expression @. Another example of a
star-free language is the language introduced
above, ab* (over the alphabet ¥ = {a.b}). Al-
though the expression ab* is certainly the clean-
est description of this language, it can be com-
pletely describe without the use of Kleene’s star.

In fact, ab* = aX*aX* = a@a®. Here, the claim
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is really that b* = X*aX* = @aD, with the lat-
ter expression begin obviously star-free. To see
this equality, note that X*a3.* is precisely the set
of words that do not contain the letter 4. Since
Y. = {a, b}, this is precisely the set of words that
contain only the letter b (together with €), which
is exactly b*. Over the alphabet {a,b}, it is also

clear that € is star-free. In fact, ¢ = a@ U b®, and
a similar expression for € holds for any alphabet
%, yielding that € is always star-free regardless
of the underlying alphabet.

A more complicated example of a star-free
language over the alphabet X = {a, b} is the lan-
guage that is completely described by (ab)* =
{€,ab, abab, ababab, ...}. To see this, we will show
that (ab)* can be equivalently described by the
language K = {e} Ua® N @b N Qaad N DbbQ.
In order to gain an understanding about which
words lie in K, it is useful to replace @ with ©*
in the expression, and obtain K = {e} UaX* N
Y*b N X*aaxX* N X*bbX*. In fact, the claim is
made almost immediately obvious using this ex-
pression.

Proposition 4. The language (ab)* is star-free and
is given by the expression K = {e} Ua® N Db N
Daa® N ObbD

Proof. We only have to prove that (ab)* = K. By
the above expression, all the words in K begin
with a, end with b, and contain no consecutive
a’s or b’s (together with €, of course). These are
exactly the words in (ab)*.

O

It is natural now to ask if there is a method-
ological way of determining whether or not a
given language is star-free. In fact, a character-
ization of star-free languages comes in the form
of DFAs.

We say that a DFA is periodic if there exists a
word that, when processed by the DFA, induces
a cycle in the directed graph representation of
the DFA. To be more precise, if the sequence of
states that the DFA passes through while pro-
cessing the word in question are gy, ..., 4, then
for this DFA to be periodic, we must have g, = g;
for some k # i, where § is the transition function
of the DFA and qq is the start state. Recall that
if the word inducing the cycle is w = wy...wy,
the states are given by q; = 6(g;_1, w;)A DFA is
aperiodic if it is not periodic.

Theorem 5 (Schiitzenberger’s Theorem). A reg-
ular language is star-free iff the DFA that recognizes

the language is aperiodic.

It can be shown that if an n-state DFA is peri-
odic, then there exists a cycle induced by a word
w and such a word can be found of length at
most n”. Thus, it is decidable if a given language
is star-free.

3 INTRODUCTION TO CIRCUITS

An n-input boolean function is a function f :
{0,1}" — {0,1}, i.e. f takes a 0-1 string of length
n as input and outputs a 0 or a 1. We are in-
terested in building complicated boolean func-
tions (circuits) out of a certain subset of simple
boolean functions, which are called gates. We
will restrict ourselves to the AND gate A, which
is given by

1 ifxi=x=.=x,=1
/\(xl,...,xn) _ { I X1 X2 Xn

0 otherwise

and the OR gate Vv, which is given by

0 ifxy=xp=..=x,=0

\/(Xl,..., xn) = {

1 otherwise

While there is really a different AND (resp.,
OR) gate for every finite number of boolean in-
puts, we will abuse notation slightly and use the
symbol A (resp., V) to refer to every AND (resp.,
OR) gate, regardless of the number of inputs.

Given n boolean inputs X = {x1,xp, .., X, },
we define the set of literals to be X =
{x1,%2, .., X, %1, %2, ..., X} Where X denotes the
complement of x. Our convention is that the
boolean statement x is true iff x = 1, and x is
true iff x = 1, so that x = 0.

A circuit is a directed acyclic graph whose
nodes are A or V gates, with boolean inputs feed-
ing into the n base nodes of the tree. A circuit
which takes in input strings of length n can be
thought of as a function C, : {0,1}" — {0,1}.
Each of these nodes is a gate which outputs ei-
ther 0 or 1 (based on the boolean inputs it re-
ceives) to other nodes (gates) in the graph ac-
cording to the layout of the directed edges which
connect the nodes. A circuit has a distinguished
output node; upon input of the n boolean vari-
ables, the output of Cj, is just the output of that
distinguished node.

The depth of a circuit is the number of layers
of gates in a circuit; that is the height of the graph
representing this circuit on paper. The height of
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a circuit is well-defined.! The size of a circuit is
the total number of gates in the circuit, the total
number of nodes of the tree representing this cir-
cuit on paper. The fan-in of a node in an acyclic
graph refers to the number of input edges to that
node. We say a node has bounded fan-in if this
number of input edges is finite.

Notice that each individual circuit C,, oper-
ates over an input of some fixed length n. A
boolean language, however, generally has words
of arbitrary length. Thus, when we talk about
a circuit operating over some boolean language,
we are actually referring to a family of circuits.
Given a language L C {0,1}*, we say the family
of circuits C recognizes L, where C = U,,Cy;, and
where C,, recognizes L N {0, 1}" for each natural
number n > 1 (that is, C, outputs 1 if and only if
the input word is an element of L N {0, 1}").

Families of circuits are what we call non-
uniform models of computation because inputs
of different length can perform different com-
putations and thus requiring an infinite descrip-
tion. In practice, it is not feasible to have a
model of computation that requires an infinite
description; if the circuit which solves the sys-
tem requires an unreasonable amount of time to
be constructed, then the problem isn’t truly solv-
able. In order to address this issue, we consider
uniform family of circuits. For a uniform family
of circuits there is a rule to construct the next cir-
cuit, based on the previous ones, and this con-
struction is guaranteed to be done in some given
amount of time. More formally, we say a family
of circuits C, is polynomial-time uniform if there
exists a polytime Turing Machine M such that M
runs in polynomial time and Vn € IN, whenever
M receives 1" as input, M outputs a description
of C,.

In what follows, we will abuse the language
and refer to the uniform family of circuits which
recognizes the language L simply as a circuit.
Similarly, we say a (family of) circuits has depth
(resp., size) equal to the maximum depth (resp.,
size) over each circuit of the sequence. It is
then natural to inspect the complexity of circuits.
Here, we introduce two classes of circuits.

Definition 1. A boolean language L is in NC' if
there exists a boolean circuit of depth O(log' n) and
is of polynomial number of gates, where each gate has
a fan-in of at most two which recognizes exactly the
words in L (i.e. the circuit outputs 1 if the circuit’s
input is a word in L, and outputs 0 otherwise). We

may say that a circuit C is in NC' if C recognizes a
language in NC'. We denote NC = U;>1NC' We
say a sequence of circuits is in NC' if each circuit of
the sequence is in NC'.

Definition 2. A boolean language L is in AC' if
there exists a boolean circuit of depth O(log' n), and
is of polynomial number of gates, and unbounded fan-
in which recognizes exactly the words in L (i.e. the
circuit outputs 1 if the circuit’s input is a word in L,
and outputs 0 otherwise). We may say that a circuit
C is in AC' if C recognizes a language in AC'. We
denote AC = U;>1 AC' We say a sequence of circuits
is in AC' if each circuit of the sequence is in AC'.

Theorem 6. NC = AC with bounded fan-in and
NC' C AC' € NC"*1Vi > 1.

Proof. The first inclusion, that NC' ¢ AC! for
each i follows immediately from the definitions.

The second inclusion AC' € NC™*! is also
relatively straight-forward. To see this, consider
some language that can be recognized by a cir-
cuit C (with bounded fan-in) in AC!. From C,
we will construct a circuit that is in NC**! and
is computationally equivalent to C, so that it rec-
ognizes the same language as C.

To do this, consider replacing each gate of
C with fan-in more than two by a binary tree
with gates of fan-in at most two and of depth
O(log! 1). Since each gate of C has bounded fan-
in by assumption, this iterative construction will
terminate. Furthermore, we have increased the
depth only by a factor of log n, giving this mod-
ified circuit a depth of O(log' ™ 1) and fan-in at
most 2.

In this way we have created a computation-
ally equivalent circuit in NC'*! which recog-
nizes the same language. Thus, AC' C NC*1.

O

We will be predominantly interested in look-
ing at languages in AC?, the class of circuits of
polynomial size and constant depth. Given an
integer constant k, let AC) be the subclass of

AC? consisting of circuits of polynomial size and
depth exactly k. Notice that ACY = U1 AC)

4 RELATING AUTOMATA AND
CIRCUITS

With this understanding of DFAs and boolean
circuits, the question of how we can relate these

1To see this, recall that a circuit is an acyclic graph. The nodes with no incoming edges are at height 0. Each node is at the
height given by the shortest directed path from any root node to this node. Generally, the roots children are at height 1, their

children at height 2, etc.
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two natural models of computation arises.

Notice that DFAs can recognize languages
over any alphabet and can be finitely described
while all circuits take in inputs over {0,1} and
are described as an infinite sequence of (finite)
circuits. Clearly, the structures and the input
languages of the two computational models we
wish to compare differ, and this difference must
be resolved before further analysis.

Given any language L over the alphabet
{0,1} thatis recognized by some circuit, it is easy
to construct a DFA which recognizes L, given
that L is a regular language. Creating a cir-
cuit which recognizes the same language as a
given DFA is trickier. To do so, we must convert
the DFA’s (arbitrary) language to binary strings.
This conversion is not so obvious and is de-
scribed below.

Given a word over an arbitrary alphabet X,
we want to convert this word to a binary string
so that it can be processed by a circuit. This
conversion can be done as follows. For each
word of length n in £, we create a circuit with
|X|n input gates. Each input gate is assigned
a unique pairing (i,0) for i = 1,2,..,n and for
each o € X. Suppose we would like to input the
word w = wyw;...w, € X*. Atthe input gate cor-
responding to (i, ) we ask “does w; = 0, where
an affirmative response corresponds to that node
receiving input 1 and a negative response corre-
sponds to that node receiving input 0.

With this conversion from words over an ar-
bitrary alphabet to the alphabet {0,1} in mind,
we will abuse language. We may now say that
an language L over an arbitrary alphabet is rec-
ognizable by a circuit, in which case we mean
that the words of L are first converted into binary
strings in the way described above, and then in-
putted into a circuit. (It is important to note that
this conversion adds only a polynomial number
of gates and only one layer of gates to the cir-
cuit).

Next, we are interested in comparing DFAs
with one another. DFAs operate over arbitrary
alphabets and we thus require some method for
comparing two arbitrary alphabets. The notion
of p-reducibility allows us to “switch” between
any two languages in the following sense.

Let X and I be two arbitrary alphabets, and
consider the languages L C X* and K C I'™.
Then the language L is p-reducible to K, denoted
L <, K, if for each n, there is some function
¢y : X" — I, where s, is polynomial in the size
of n, and such that:

1. a = ay..ay, € Liff ¢py(a) = ¢pu(ay..an) =
b1, bz,..., bsn € K.

2. Foreachj € {1,..,s,}, b; depends only
on some 4. That is, there exists some func-
tion f; : & — T so that b; = f]-(ai].) whenever
bl---bsn = (Pn (ﬂl...ﬂn).

Point 1 states that the function ¢, is an in-
jection between words of length n over L and
words of length s, over K.

Point 2 states that each letter b; of the word
b € K depends only on the i;th letter of the word
a, where ¢, (a) = b.

We say that L C ¥* is p-recognizable if there is
some regular language K C I'* such that L <, K.

Theorem 7. L is p-recognizable iff there exists a cir-
cuit in NC' which recognizes the language L.

Here, when we say a circuit is recognizing the
p-recognizable language L, we are assuming the
conversion of words in L to binary strings as de-
scribed previously.

Recall that NC! is the set of circuits of log-
arithmic depth, of polynomial size and whose
gates have binary inputs. To show the first di-
rection, suppose that L is a p-recognizable lan-
guage. Our goal then is to find a circuit C € NC!
which recognizes L.

We will first show the case for when L is a
regular language.

Let D = (Q, %, 4,90, qf) be the DFA that rec-
ognizes this regular language L. (Without loss of
generality we assume D has only one accepting
state.)

Now, let w = ayay...ay, be any word in L,
where each a; is a symbol of L’s alphabet. Then
5(q0,a1, ..., ) = qr if and only if there exists
some state g such that 6(qo, a1, ..., 4|, /2) = g and
5(q,a\n/2)41, - an) = qy. That is, there must
exist some intermediate state q of the DFA D
which is “touched” when D is processing the
word w = aqa;...a,.

With this intuition, we can construct a circuit
which recognizes L. (Note that the circuit we are
constructing is actually a sequence of circuits, as
each word in L corresponds to one circuit we are
constructing.)

The construction of the circuit in NC! which
recognizes the word w € L can be done as fol-
lows.

Recall that every DFA has a finite num-
ber of states. Thus, there is a finite number
of possible “intermediate states” which could
be the state where 6(qo, a1, ...,a,/2)) = g and
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6(q,a(n/2)41, - n) = qy. In fact there are Q|
possible such states.

The first level of the circuit will consist of
|Q| AND gates, with each gate corresponding
to a unique q; € Q. Each of these nodes
will have fan-in of two. The first input to the
node corresponding to state g; will ask “does
6(q0,a1,-,a)/2)) = q;” while the second in-
put will ask “does 0(q;,a |, /2|41, n) = 45"
The answer will be yes to both of these ques-
tion if and only if the the node corresponds to
the appropriate intermediate state q. That is,
the output of the node corresponding to state
g; in this first layer of the circuit we are con-
structing will be 1 iff 6(qo, a1, ..., a|,2) = qi or
(qis @ /2|41, An) = G-

The construction of the second (and subse-
quent) levels of this circuit is similarly done
by adopting a system of divide and conquer,
checking for intermediate gates in the sub-word
1.0, /2] and d|;, /3| 1, -, dn. In this way, we can
construct a circuit with depth O(logn).

Each node in the last layer of the circuit out-
puts into an OR gate with fan-in |Q| (one input
for each g € Q). This final OR gate outputs 1 iff
the original word was recognized by the DFA D,
and thus is a word in L.

Now, manipulating the gates in the same
fashion as we did in the proof of AC = NC gives
a circuit of depth log n with fan-in at most two.

We have thus shown this direction of the the-
orem holds for regular languages. We can now
extend the argument to the case where L is p-
recognizable simply by incorporating a so-called
pre-processing phase. This phase consists of
converting L into K, where L <, Kand Kis a reg-
ular language. (Recall this is possible by the def-
inition of p-recognizability.) The pre-processing
takes no time and each b; depends on only one
ajj. Thus, L € NC? as desired.

For the proof of the reverse implication, we
refer the reader to Barrington’s PhD thesis at
MIT in 1986 Barrington (1989).

We are now interested in the size of a circuit
necessary to recognize a given language.

5 THE UNIVERSAL DFA

The universal DFA Dy, for k > 1, is defined as

Dy = (Q,%,6,91,q1), where Q = {q1,q2, -Gk +1},
Y ={a,b,c}, and

5(1]1‘,11) = qurl/i #kk+1
5(1],‘,&) = q:’/i: kk+1

5(qi,b) =qi—1,i #1,k+1
6(q1,b) = k1

6(qe+1,b) = G
5(qi,¢) = qiv1, i £k k+1
6(qx,c) =

5(Qk+1rc) = qk+1

Figure 3 depicts the universal DFA D;. We will
mostly be interested in the universal DFA.

C

oD
\
@a, b, c

c

o, :
e
D

Figure 3: The Universal DFA D; (above) and an-
other, similar DFA

The following theorems, although not be
proven here, are important to note.

Theorem 8. L is p-recognizable by an aperiodic DFA
iff there exists a circuit in AC® which recognizes L.

Theorem 9. L is p-reducible to a star-free language
iff there exists a circuit in AC® which recognizes L.

Theorem 10. L is p-reducible to a language in Dy iff
there exists a circuit in AC,? which recognizes L.

We will show part of this last theorem for the
special case k = 2.

Theorem 11. L is p-reducible to the language recog-
nized by the DFA D iff there exists a circuit in ACY
which recognizes L.

Proof idea:

We now demonstrate one example to give
some intuition towards understanding the im-
plication if C € ACY recognizes the language L
then L is p-reducible to the language recognized
by the DFA D;.

Let C € AC) which recognizes the boolean
language K (the “conversion” of the language L
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to a language of boolean strings). We want to
show that K is p-reducible to some regular lan-
guage.

Consider the circuit on the left in the figure
below.

Now, consider the map ® : {0,1,“gate
change”} — {a,b,c} where ®(0) = ¢, ®(1) =a
and ®(“gate change”) = b.

If the word w is recognized by the depicted
circuit, then the outputis 1. This means that each
OR gate of the circuit must be outputting a 1 (so
that the final AND gate correctly outputs 1). A
bit of observation shows that the mapping ® de-
scribed above correctly maps the circuit to the
shown DFA Dj; a input w is accepted by the cir-
cuit iff the word ®(w) is accepted by the DFA
D.

For example, never will a word over {0,1}
from the circuit map to a word over {a,b,c}
which has two consecutive b’s. This is clear since
we never have a “gate change” twice in a row in
the circuit.

JOKES AND COMICS

6 FUTURE WORK

The two DFAs shown in Figure 3 look quite sim-
ilar. We would like to conjecture that D, cannot
be reduced to the DFA shown to the left in Figure
3. That is, we would like to show that it is not
the case that languages in AC) are p-reducible
to this second DFA. Although this conjecture has
not yet been proven, an idea of how to prove this
statement is as follows. Let K be the language
recognized by the universal DFA D; and let L be
the language recognized by the second DFA. Es-
sentially, we would like to show that K £, L.
To do this, we suppose that K <, L. If this
were true, we’d have a program which maps the
words in K to the words in L.

In order to arrive at the desired contradic-
tion, we need to find two words, say w; and w;
where w1 € K and wy, ¢ K and such that the
program maps w; and w; to two words which
are either both accepted or both rejected by the
second DFA. If this situation were to arise, we
would have a problem, as K accepts only one of
these two words, but L recognizes neither, thus
demonstrating that the two DFAs are not equiv-
alent.

7 CONCLUSION

We have described two natural models of com-
putation and have demonstrated some rela-
tionships between these two models. Future
work includes rigorously proving the conjecture
stated just above.
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xked 1185: Circumference formula
Assume 7’ refers to the radius of Earth Prime, and " means radius in inches.
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LIE POINT SYMMETRIES AND MAGNETIC MONOPOLES
Maxence Mayrand

We find all Lie point symmetries of the system of nonlinear second-order ordinary differential
equations that govern the classical motion of a charged particle in the field of a magnetic monopole
and use Noether’s Theorem to derive the complete solution.

1 INTRODUCTION

This paper illustrates the usefulness of the
method of Lie point symmetries for solving dif-
ficult systems of nonlinear ordinary differential
equations. We will give a brief introduction to
the theory and then apply it to a problem that
arises from an interesting physical system. But
first, to put this in context, recall that a well
known experimental fact in physics is that mag-
netic poles always come in pairs of two differ-
ent types: a “north” pole and a “south” pole.
But in 1931, the famous physicist Dirac showed
that the mere existence of one isolated magnetic
pole (monopole) in the Universe necessarily im-
plies that the electric charge of any particle must
be an integral multiple of some fixed univer-
sal quantity. Although no monopole had ever
been observed, it was the first time in history
that a theoretical argument led to the intrigu-
ing fact that electric charge is quantized—a phe-
nomenon that was (and still is) well established
by many rigorous experiments. This then gen-
erated a great enthusiasm in the physics com-
munity which put magnetic monopoles among
one of the major subject of interest (see Ra-
jantie (2012) for a good historical and theoretical
overview of monopoles.)
In this paper, we ask for the classical motion
of an electrically charged particle in the field of a
magnetic monopole. This gives a system of three
nonlinear second-order differential equations in-
volving first order derivatives:
Yz —yz
- (xz +y2 + Z2)3/2
zZx —zX
x2 4+ yZ + 22)3/2
-y
- (XZ +y2 + 22)3/2
where the dots denote derivative with respect
to an independent variable ¢ (time in this case).
Very few such systems are integrable, but we
will see that the method of Lie point symmetries
enables us to solve it completely.
In §2, we will explain how to arrive at (1).
In §3, we will give a short introduction to the

=1 M

method of Lie point symmetries. In §4, we will
show how to obtain the symmetries of (1) and in
§5 and §6, we will use them to derive the com-
plete solution.

2 THE EQUATIONS OF MOTION

The magnetic field produced by a monopole at
the origin is

r
where r = (x,y,z) is the radial vector in R,
r = |r| and g is a constant called the magnetic

charge. Notice the close analogy to the electric
field E = e of an electric charge, or to F =
GMm % of Newtonian gravity—these are all “in-
verse square laws”. In the case of monopoles,
however, it is a very different problem because
of the special way in which the magnetic field
acts on charged particles. Indeed, particles in an
electromagnetic field are subject to the Lorentz
force

F=g(E+vxB), 3)

where E and B are the electric and magnetic
fields respectively, v = t = 4r(t), x is the usual
vector cross-product and g is the electric charge
of the particle. Thus, as opposed to the two other
cases, it is not a central-force problem. Indeed,
by Newton’s second law and (3), the equation of
motion of a particle of mass m in the field (2) is
mi = gq = @

By scaling the variables appropriately so that we
get rid of the constants and by expanding with
respect to each Cartesian coordinate, we get (1).

3 LIE POINT SYMMETRIES

The goal of this section is to briefly introduce the
method of Lie point symmetries to solve differ-
ential equations and to give the main results that
will be used in this paper. For more details see
Stephani and MacCallum (1989) or Olver (1993)
from which this section is largely inspired.

MCGILL UNDERGRADUATE MATHEMATICS JOURNAL

THE SELTA-ePSILON



22

Maxence Mayrand

3.1 Quverview

Roughly speaking, a point symmetry of an or-
dinary differential equation (ODE) is a smooth
invertible transformation of the dependent and
independent variables that leaves the ODE in-
variant; that is, it sends every solution of the
ODE to another solution. We will be interested
more particularly in Lie point symmetries which
are, briefly, those that vary continuously with a
parameter. For example, the ODE "/ +y = 0
has the point symmetries (x,y) — (—x,y) and
(x,y) — (x,ay) Va € R where only the later is a
Lie point symmetry.

In the later part of the nineteenth century, the
mathematician Sophus Lie made an astonishing
discovery: practically all the known methods for
solving ODEs (separation of variables, integrat-
ing factor, variation of parameter, Wronskian so-
lutions, etc.) rely, in fact, on the symmetries of
the ODE. Furthermore, he developed a system-
atic way of finding the symmetries and using
them to get an integration procedure.

Moreover, for systems with a Lagrangian (de-
fined below), there is a deep connection be-
tween symmetries and conservation laws (i.e.
functions of the dependent variables, their time
derivatives and time that are constant along
the solutions). This interdependence is encap-
sulated in a beautiful theorem due to Noether
(1918). It basically shows how to construct the
conservation laws from certain kind of symme-
tries. With enough of these, the system can usu-
ally be solved. In physics, for instance, this the-
orem tells how time translation invariance leads
to conservation of energy and how the spherical
symmetry of space leads to conservation of an-
gular momentum.

3.2 The Symmetry Condition

For a smooth invertible map

R?  — IR? 5)
(xy) — (Foy) g(xy)),
we denote
_ dy~ () dg(”_l)
1 __ 4y n) _
Y oa Y dx
By definition, (5) is a point symmetry of the ODE
H(x,y,y’,...,y(”))zo (6)
if and only if
H(EZ3,7,...,§") =0 @)

whenever (6) is true. This is the general symme-
try condition for point symmetries.

In principle, we can find the symmetries of
(6) by using the derivative rule

d;l? _ y~x + y/]]y
il R 8)
X Xety'xy
(where we denote y, := g—z, etc.) with (7) to

get a PDE for %(x,y) and 7(x,y). However, this
PDE is in general too hard to solve, so we need
another way of seeing symmetries. To do so,
we restrict to a special type of point symme-
tries called Lie point symmetries, or more precisely
one-parameter local Lie groups of point symmetries.
Roughly speaking, these are the point symme-
tries that vary smoothly with a parameter ¢ and
such that setting ¢ = 0 gives the identity trans-
formation. They can thus be written

T(x,y;e) =x+E(x,y)e+ O(¢?)
7(x,y;6) = y+1(x,y)e + O(e?)

for some functions ¢, #. Moreover, since the
transformation is smooth, there are also func-
tions q’(x,y,y’),...,n(”)(x,y,y’,...,y(”)) such
that

©)

7=y +n'e+0(e?)

yN(n) — y(n) + 7’](71)8 + O(Sz)

We define the infinitesimal generator of the trans-
formation (9) to be

)

20 0 0 (n) 9
X =G g, g+t

—ay ™ (10)
Notice that X is completely equivalent to the fi-
nite transformations %(x, y; €) and 7(x, y; €) since
these functions can be recovered by solving

i di

with initial conditions %(x,y;0) = x, #(x,y;0) =
y. In fact, we will see that the whole method
of Lie point symmetries makes use only of the
form (10) of the transformations—we don’t even
need to know the corresponding finite transfor-
mation. Since the functions 7/, ...,7( are then
fully determined by ¢ and 7, we sometimes only
write X = ¢ aa—x + ;7% for the infinitesimal gener-
ator of a transformation and refers to (10) as the
extended infinitesimal generator.
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By expanding (8) in powers of ¢, we can show
that in general

d d
6 = D) _ y(")*i (11)

We put another restriction by assuming
thereafter that the ODE H = 0 satisfies the re-
quirement that not all first derivatives of H van-
ish on H = 0. Equivalently, this means that it
can be put in the form

y(”) =w(x,yy,.. .,y(”*l)) (12)

Now, it is interesting to observe that a genera-
tor as in given in (10) corresponds to a Lie point
symmetry of H = 0 exactly if

XH=0 (mod H=0)

where = means that the equation must be identi-
cally true for all variables x,v,1/,...,y"~") and
“mod H = 0” means that y() must be elimi-
nated by means of H = 0.

To get an efficient way of computing symme-
tries, we will need to associate to the ODE (12)
the partial differential operator

_ 9Ly 0 _ 9
A—ax+yay+y 8y’+ +way(n71) (13)

Now, it can be shown that (10) is the infinitesi-
mal generator of a Lie point symmetry of (12) if
and only if

XA - AX =A2AA (14)

for some function A. This is what will enable
us to actually find the symmetries. Indeed,
(14) gives rise to a PDE for {(x,y) and 7(x,y),
and since these functions are independent of
v,..., y(”), it splits into an overdetermined sys-
tem of PDEs that is usually possible to solve if
symmetries exist.

3.3 Systems of ODEs

We only talked about single ODEs, but all the re-
sults of this section apply as well to systems of
ODEs. Since in this paper we are dealing with
a system of second-order ODE, we will simply
restate the results for this particular case. But
first, we need some notation. We will use co-
ordinates x1,...,xN (the indeces in the super-
script are not to be confused with exponents)
and use Einstein summation convention, which

says that when an index appears both as an up-
per and a lower index in a single term, sum-
mation over all possible values of that index is
assumed. For example, in Euclidean space we
would have (x!,x?,x%) = (x,y,z) and
x”i = xi + 4 + zi

dxv  dx Vday Tz
Using that notation (which is standard for this
field of study), a general system of N second-
order ODE reads

i =k, 55t), ik=1,...,N (15)
and its corresponding partial differential opera-
tor is

A general extended infinitesimal generator of a
transformation now takes the form

. 0
+ ﬁk(xl,xl, t)f

N j d
X =2(x, )5+ (1 =

ot axk

With these new operators X and A, the symme-
try condition (14) still holds. By comparing the
coefficients of % in (14) we get A = —A¢, and so
the coefficients of % yields

7" = A —xAg (16)

which is the formula analogous to (11). For the
coefficients of %, we have

Xk = AjF — WFAZ (17)
By inserting (16) into (17) and expanding the re-
sult we get (for wy := %, etc.)

i bocx ) OW!
Cwf +nPwf + (17? + 1L — 3 — xbxcgc) P
+207 (8 + 38 ) + @ (18, — 1) + 152G

238 — 2Ry 4 298y — 23ty — g
=0, fora=1,...,N
(18)

Solving this equation will give the Lie point sym-
metries of (15). But don’t be scared by its length;
since & and #* do not depend on any ¥/, it will
split into many small partial differential equa-
tions.
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3.4 Noether’s Theorem

We are now ready to state in more details the
close connection between symmetries and con-
servation laws.

Theorem 1 (Noether). Suppose X = &(x',t) % +
7 (x, ) % + k(x5 ) % is the generator of a Lie
point symmetry of a system of ordinary differential
equations derived from a Lagrangian L. That is, the
equations of the system are obtained by substituting
a function L(x', %', t) into the Euler-Lagrange equa-
tions

doL oL
doxk ok ()
If there exists a function V (x', t) such that
¢ . dv
XL+ EC = g (20)

then

'k k
1) §<x'k_ )—17.k_|_‘7

is constant along the solutions of the system.

Symmetries satisfying condition (20) are usu-
ally called Noether symmetries and the corre-
sponding functions ¢ are called conservation laws.

4 LIE POINT SYMMETRIES OF THE
CHARGE-MONOPOLE SYSTEM

4.1 Solving the Symmetry Condition

As mentioned above, to find the Lie point sym-
metries of (1) we need to solve (18). But first,
we will write the system (1) in a more compact
form by using Einstein summation. To this end,
we introduce the Levi-Civita symbol ¢;j, which
is defined to be completely antisymmetric with
€13 = 1. Thatis, g3 = 1if (ijk) is an even
permutation of (123), e;x = —1 if (ijk) is an
odd permutation of (123) and ¢;; = 0 other-
wise. We will often raise an index (e.g. Skij)
in order to be consistent with Einstein summa-
tion convention, but the indices are always to
be read from left to right. Moreover, we denote
r = /(x1)2 + (x2)2 + (x3)2. With that notation,
(1) takes the simple form

ik = r*3ski]-5cixj, k=1,2,3

Substituting into the symmetry condition (18),
we get

—nbr™> (3xh£”i]-5cix7 + rzs”bixi)
+ (o — g — 5 ) r ey
+ 27’3s”ijxixj (gt + xh€b>
+r 3 (298, — nf) + 25,
+ 2% %8 — Xca'cbm”,c + Xy — 25cb17fb
- =0, fora=1,2,3
(21)

Since & and 7* depend only on x’ and ¢, this
equation is a polynomial in the three variables
%1, %%, %3, so we can equate to zero each coeffi-
cient to get a system of equations. We can then
solve each equation starting from those of the
higher order terms to the lower. However, this
procedure is significantly lengthy and the details
are intricate, so we will only show the first few
steps and state the final result.

For the coefficient of the term cubic in x%, we

get
éua =0 (22)

There are no term cubic in X’ for i # a. For the
terms quadratic in X%, we find

f%%ﬂa+a§§h+%m—%a=a (23)
a

whence ¢,;, = 0 for b # a. Thus, by (22) we have
§(x,t) = Ce(D)2* + B(t)

for some functions Cy(t), B(t). Putting this back
into (23), we get

ney = 2C, + 1738 4x'C;

Now, because x* does not appear in &/ m-xiC]- and

because
92 r _ -3
(axa)2 2 — (xa)Z - ’

we have

77(x,£) = Ca(2)? + m
+a”(x, t)x + B (x, 1),

e]m-xlC]-

for some functions «” and B“ that are indepen-
dent of x*.
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By continuing in this way, we obtain the com-
plete solution of (21):

E(x,t) = ag + 2a1t + art?
ni(x, t) = (a + agt)xt + b3x® + bix®
n?(x,t) = —bix! + (a1 + agt)x? + b3a®
72 (x,t) = —bixt — b3x® + (ay + apt)x®

for constants a;, b{( € R. Hence, we conclude that
the charge-monopole system has exactly six lin-
early independent Lie point symmetries:

X2:x3%—xlaa?

X3_X3% 23?;3

Xi= o

X5 = 2t— + 19 129 19

By using (16), we get the corresponding ex-
tended infinitesimal generators:

X, = Enij <xja, +xfa> , n=1,23
ox

i oxi
)
Xy = o
d ) d
X5 =2t — +xF— — i —

ot oxk oxk

d 9 ]
_ 42 k k _ 40k
Xe =t at—i—tx 8xk+(x tx)axk

4.2 Interpretation of the Symmetries

The first three symmetries X7, X, X3 correspond
to the fact that the system is invariant under
three-dimensional rotation through the origin.
Indeed, rotation of the (x,y)-plane by an angle
eis

%(x,y;€) = xcose —ysine

7(x,y;€) = xsine + ycose,

and we can check that the infinitesimal genera-
tor corresponding to this transformation is

) 0

X:yg—x$

Thus, X; is a rotation about the x3-axis, X, about
the x%-axis and X3 about the x!-axis. That is,

X1, Xz and X3 together give an arbitrary three-
dimensional rotation. This could have been an-
ticipated since the charge-monopole system has
a spherical symmetry—there is no preferred di-
rection of space.

Now, Xy correspond to the fact that the equa-
tions of motion are independent of the time t.
Any solution can be translated in time t — t + ¢
to give another solution.

To explain X5 and X4, we first express them
in spherical coordinates:

d d
X5—2t§+7"§
d d

_ 2 Y v
Xg =t at-i-t?’ar

For X5, it gives the transformation
it r;e) = e*t, F(t,r;e) =er

and for Xg we have

f(t,r;s) = 7(t,r,£) =

ot r
1—et’ 1— et

5 CONSERVATION LAWS

We will now use Noether’s Theorem to ob-
tain conservation laws from the symmetries just
found. But first, we need to find a Lagrangian,
ie. a function £ that gives the system of
equations (1) when substituted into the Euler-
Lagrange equations (19).

5.1 The Lagrangian

It can be shown (see Taylor (2005)) that in gen-
eral, the motion of a particle of charge g and
mass m under the Lorentz force (3) has—at least
locally—the Lagrangian

L(r,i,t) = %mi‘z —q(V—1-A) (24

where V and A (called the electric and magnetic
potentials) are defined such that the electric and
magnetic fields are respectively

E--vv-2, B_vxa
ot
In the case of the charge-monopole system, i.e.
when E = 0 and B = g, a solution is to take
V = 0 and A in spherical coordinates (7,6, ¢)
with

B B _8(1—cost) g, 0
A, =0, Ap=0, A(P_irsinQ —r’can2
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Indeed, by using the formula for V x A in spher-
ical coordinates, we get

1 (9 9Aq
©rrsing (ae(smeA )- 8(p>

1 0A, 10
T (rsin@ g rar(rA‘P))
1/0 A,
+e¢; <a (T’Ag) ae >
g —
( sm9> *gfa

Now, inserting in (24) and switching to the di-
mensionless variables of (1), we conclude that
the system has the Lagrangian

X2+yr+22 xy— iy (175)
2 x2 4 y? r
(25)

VXxA=

"rsin6

L(r,1,1) =

on IR?\ {z-axis}.

However, notice that the vector potential A
is not defined for # = m. Such a singular-
ity is unavoidable since we can show that no
global magnetic vector potential is possible. In-
deed, from basic vector analysis we know that
V- (V xA) = 0 for any A, but we will show
that [[[. V- BdV = 4mg for any volume E that
contains the origin which then contradicts that
B = V X A. Let S, be a sphere, contained in E,
of radius a centred at the origin, and let Ey be the
volume enclosed by S, U dE. By the Divergence
Theorem,

///V BV = [[B.as

S,UJE
://B~d5—//B~dS
oE Sa

But when r # (0,0,0), it is a straightforward
computation to show that V - B = 0 which im-
plies that the left hand side is zero, and that the
surface integral on JE is equal to that on the
sphere of radius 4. Thus, using the Divergence
Theorem again,

///v BdV = //B dS—//B ds
R

— g —
a—2(47m ) =4mng

This problem was first thought as a strong in-
dication that no magnetic monopole could ex-

ist, but Dirac showed, that we can nevertheless

build a consistent theory of magnetic monopoles
by allowing the potential A to be discontinuous
on an infinitesimal “string”—as he called it—
which start at the charge and extend to infin-
ity (Dirac (1931)). This string carries the mag-
netic flux necessary to explain that [ [, B-dS =0
everywhere, but since it is infinitesimal, parti-
cles don’t “see” it and thus behave exactly as if

B = gr%.
5.2 Application of Noether’s Theorem
For X; with the Lagrangian (25), we get

d@lﬁ

XiL+ It

Hence, by taking V = 0 in (20), we see that X;
is a Noether symmetry. Noether’s Theorem then
tells us that

¢1 =xy'—5cy+1—§
or equivalently,
by =Xy —xy+ ;

is constant. Now, since the system is invari-
ant under three dimensional rotation, rotating
this conservation law must also give conserva-
tion laws. Hence, we have that

. ., X
éx:yz—yz+;
¥

Ky:z'x—zx—l—

are also conserved quantity. More compactly, the
vector

L:f><r+E
r

is conserved along the solutions.
For X4, the condition (20) is trivially satisfied
and we get the conservation law

1
Qs = Efz

That is, the speed of the particle is constant.
For X5, we find

X5 + dg% =2r

but 2L 7é for any function V, so it is not a
Noether symmetry
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For X¢, we get

dce . . . . d[r
X6£+dtﬁ_xx+yy+ZZ—dt(2>

from which we find, by Noether’s Theorem, the
conservation law

(ti —r)?

NI~

Po =

We note that all these conservation laws can be
verified by simply differentiating with respect to
time and inserting the equation of motion when-
ever ¥ appears.

Before deriving the complete solution, we
highlight two interesting facts that arise from
these conservation laws. First, the magnitude of
the angular momentum, i.e. | x 1|, is conserved.
Indeed, we find

(ixr)?=12-1 (26)

Second, if we calculate the angle 6 between the
position r and the fixed vector L we get

I..L—Lr (fxr+r)—l
[el[L] [r][L] xl) L
(27)

cosf =

which is constant. Hence, the symmetries of
the system already tell us that the particle is re-
stricted to move at constant speed on the surface
of a cone (with axis is in the direction of L). No-
tice that from (26), we know that 0 < & < 1, so

L]
(27) is well-defined.

6 COMPLETE SOLUTION

To sum up what we have found so far, the sys-
tem

f=_2T (28)

has the conservation laws

L = i‘><r—i—E
r
7 = i
7 = (r—ti)? (29)

where we introduced the initial conditions rg =
r(0), ip = (0) of the system. Note that the
constant vector L can also be expressed com-
pletely in terms of the initial conditions: L =
g X rg + |:73\'

To derive the complete solution, we will first
get an exact expression for 2 = r(t)2. By (29),
we have

13 = (r— ti)” = 1% — 2tr - i + 1213,

whence
dr? d - i 72 4+ £2§2 — 2
L = Zr—r — 2;/2 — M
dt dt r t

This is a simple first-order linear equation whose
solution is

r(t)* = 15+ Ct + ipt” (30)

for some constant C. By differentiating (30) with
respect to t and by evaluating at t = 0, we get
C = 2rq - 19, whence

r(£)% = (rg + fot)? (31)

Now, by substituting i x r = L — ] in the system
(28) and using (31), we find

o rO
fg X 19 + %
r 0 0+|fo\

+ = ,
o+ttt [ro + fot[?

¥

which is three separated second-order linear in-
homogeneous ordinary differential equations—
one for each Cartesian coordinate. We can thus
solve for each coordinate separately by using
the standard technique of the Wronskian. If
to X rg # 0, we find

10 .
i Ig X I
|0 T X1

1+ |i‘0 X I‘()|2

r(t) = |ro + ot <

I
|i'0 > 1'0|2 arctan

1 o - Fot
+ C;y cos 14+ — 5 arctan fo '(ro + fot)
i X 19| o x 10|

where the constant vectors C; and C; can be
found by solving the system of linear equations

+Clsin< 1+

r(0) =rg, 1(0)=1p

If ¥y X rg = 0, then, due to the conservation of

the magnitude of the angular momentum (26),
we have

. 1. 1.
[t] = Flix1| = Flto x 1| =0,
whence

l‘(t) =19 + 1ot
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To illustrate graphically some solutions, we
take ryp = (1,0,0) and ¥y = (0,1/n,0) for some
n > 0. Forn = 2,5,9, we get the following
graphs, where the columns correspond to the x-
Y, x-z and y-z planes respectively and the rows
correspond to n = 1,5,9 from top to bottom.

A

)

?

Also, if we set n = 16, we get the following
three-dimensional graph:

7 CONCLUSION

We found that the method of Lie point symme-
tries can be used to solve even something as
complex as a system of nonlinear second-order
ordinary differential equations with first order
derivatives like (1). This particular system has
already been solved by other authors—notably
by Henri Poincaré in 1896: Poincaré (1896)—but
what we have learned here is that we can solve
such difficult systems by only a systematic use of
the theory of Lie point symmetries. Although all

JOKES AND COMICS

the conservation laws obtained can be easily ver-
ified, arriving at them without prior knowledge
of such a powerful method would have required
great insights and experience with that kind of
equation.
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INTERVIEW WITH PR. MIKAEL PICHOT
Mathilde Gerbelli-Gauthier

Mathilde met with Prof. Mikaél Pichot to chat about his research, the process of doing mathemat-
ics, and family life. The following is a summary of their conversation.

Biography in a box
Nationality French
Speciality Group Theory
Alma mater Ecole Normale Supérieure de Lyon
Coming from University of Tokyo
Teaching lately Higher Algebra 1 and 2

de: How would you describe your research?

My research is principally in algebra, but I
am interested by connections between algebra
and other branches of mathematics. For exam-
ple, I use a lot of functional analysis. I try to
prove results about infinite groups by using tools
from geometry and analysis. There are different
approaches to mathematics, but for me it is eas-
ier to solve problems by combining tools from
different areas. I like to explore the links be-
tween these different areas.

An example of something that has been com-
ing up a lot in my research is the idea of Gromov
that one can study an infinite group by looking
at how this group is represented inside a finite
group. For example, one can understand the free
group on k generators IF; by looking at all the ho-
momorphisms from FFy to the symmetric group
Sy, for all n. A way to obtain an invariant of the
free group is to count them. In the case of IFy,
it is not too hard since a homomorphism is de-
termined by the image of each of the generators
of F¢. So you have approximately !X homomor-
phisms, which is of the same order of magnitude
as n"%. To study the asymptotics of this as 1 goes
to infinity, you take the logarithm of this num-
ber of homomorphisms, which is nklogn. Then
by dividing by a factor of nlogn you recover k
which is the rank of the free group. Then you
try to obtain similar invariants for other infinite
groups, but since they are no longer free, you re-
lax the notion of a homomorphism, and instead
count maps called quasi-homomorphisms.

An interesting aspect of this way of looking
at groups is that they behave like large systems
of particles, and so the techniques are very sim-
ilar to the ones used when you are studying en-
tropy of gases, for example. Your infinite group
corresponds to a gas in a certain state. Count-
ing all the homomorphisms to finite groups cor-

responds to counting all possible microstates to
understand the entropy of the gas. So the meth-
ods I use have a lot if similarities with Boltz-
mann’s entropy formula.

Picture 1: Pr. Mikaél Pichot

de: Do you have a favorite group?

...I don’t know if I have a favorite group,
but there are groups with which I interact daily.
These are lattices in the p-adic analogues of Lie
Groups.

de:  How do you go about solving problems?

For me it’s a very local process. You start
with a white page of paper, and a problem for
which you have an idea which is generally quite
precise. This could be a statement you want to
prove or a sequence of explicit steps that form
an argument. At this point of the work, it’s
not even very important what the big picture is.
In fact, the general idea seems to evolve on its
own while you go through the steps towards the
statement you want to prove, to the extent that it
sometimes seems that the proof is dictated by the
statement you want to prove. This is because a
proof has to be “locally coherent”: given a start-
ing point, there are very few different ways to
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reach your goal. This process leads you to writ-
ing pages and pages of mathematics. Sometimes
it works and you end up proving something and
you write an article from it. If it doesn’t then you
just wrote pages and pages of mathematics that
you end up throwing in the garbage. Sometimes
(rarely!), you land on a gold mine.

For example, one of my collaborators and I
have this family of groups that we started look-
ing at ten years ago while trying to solve a prob-
lem. We never solved the problem, but this fam-
ily of groups turned out to have extremely rich
properties.

de: You are talking about your collaborator.
How does collaboration work? How do you
find collaborators in mathematics?

It depends on the context. For example, I met
this collaborator when I was a graduate student.
I had proven a result about buildings, a branch
of mathematics that was not very familiar to me.
The proof was horrible, with dozen of cases and
sub-cases. I spent an afternoon explaining it to
him. He knew much more about buildings than
I did, as this was his field of research. So we re-
worked the proof together, and with his input
it became much more beautiful and conceptual.
We've kept collaborating ever since!

ez How did you start doing mathematics?

I was always interested in mathematics.
When I was a kid, I could spend hours trying
to factor polynomials of degree 2 and 3. This
was at the time when I knew nothing about
polynomials, not even the quadratic formula,
so I generally failed miserably. As I advanced
in my studies the density of people that I met
who had these sorts of stories got higher and
higher. When you talk to mathematicians, it
seems like everyone has these examples of very
simple problems that they did for fun when they
were young.

de:  You have a 3 year-old son. How is it being
both a dad and a mathematician?

That’s a hard question. It’s also a complex
situation. It’s wonderful to have a kid, but the
amount of mathematics you can do decreases
significantly. A thing Iloved to do before Iwas a
dad was to go for long walks on my own when I
was trying to solve problems. Now when I go
out for walks, it's with my son. Of course, I
can’t be thinking about mathematics, because I
want to talk to him, teach him words, show him
things. .. But sometimes I end up thinking about
mathematics anyways.
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AN INTRODUCTION TO GROUPS
Michael Snarski

The purpose of this article is to pro-
vide a hands-on introduction to abstract
algebra. The exposition attempts to de-
velop intuition rather than build formal-
ism as there is already a vast literature
which does the latter. We follow the prin-
ciple of examples first, definitions later.
The reader need have no familiarity with
algebra and very little mathematical ex-
perience period.

SO WHAT DO GROUPS do?

Groups give glimpses of symmetry. For instance,
if one wanted to fold a rectangular piece of paper
once in two equal halves, they would probably
do it along the dashed line 1 or 2 in the figure
below.

On the other hand, a square offers two addi-
tional lines of symmetry along which one can
fold the paper such that the resulting layers co-
incide. One could argue there is more symmetry
in the square; groups provide a way of captur-
ing and measuring this symmetry. Consider the
triangle on the right column; its yours, we're giv-
ing it to you.

The first thing a mathematician wanting to
study the “symmetries” of this triangle might do
is label the vertices — this has already been done
for you. People usually label things because it
gives them a feeling of control: you may not
have a clue what’s going on, but at least you can
blame someone.

Here’s a silly question: how many distinct
ways can one place this triangle into the follow-
ing triangle box?

Figure 1: Your own triangle

By distinct, we mean distinguishable order and
position of the numbers on the vertices of the tri-
angle you got. If you like, you can cut it out and
physically check the possibilities.

By doing so, you will expose the group struc-
ture of these triangles. By group structure, we
mean roughly that there is a collection of ‘ob-
jects” which have rules for interacting with each
other. We'll make this precise shortly.

For now, let’s say that that r denotes rota-
tion by 120° counter-clockwise and that s de-
notes flipping the triangle along the vertical axis:

Rather tautologically, r and s act on this triangle.
Moreover, each of these actions can be reversed
(one can always rotate 120° clockwise and flip
the triangle back). We can also compose these
actions: we can flip and rotate twice (apply s,
then r twice, denoted as 1%s) or rotate twice, then
flip (denoted as sr?). Finally, we could rotate,
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then rotate the opposite way, effectively chang-
ing nothing. This is known as the identity opera-
tion, which we denote by e.

The following diagram summarizes these ac-
tions.

Figure 2: The triangle map

The above map makes sense only once we've
agreed upon the identity operation, e. Let us de-
clare the triangle you got in its original orienta-
tion to be the identity. It is the top-left triangle in
the above diagram.

With this reference point, we can determine
the composition of any sequence of t’s and s’s
using Figure 2. To illustrate, suppose we want
to determine the position of the vertices of s o
ror = srr. We compute the composition soro
r starting from the right-most element (in this
case, r). We start at the identity. We then fol-
low the arrow r to the triangle in the middle left
of Figure 1. Next, we follow the arrow r which
lands in the bottom left at 12, and finally we fol-
low the arrow s to the right, landing in the bot-
tom right at sr2.

Notice that in the figure we formally distin-
guish between the group element (the letter in-
side the triangle) and the actions of r and s (the
arrows between the triangles). However, each
element is uniquely defined by its action on the
identity element and so we interchange words
like element and action or operation freely. This
last fact is one of the reasons we must specify
the element e. The element we choose to be the
identity is simply the starting point from which
to start following the arrows r and s.

Repeating this process for various combi-
nations of r and s, we can make a table for
the various relationships between the six tri-
angles, thought of as “acting” on each other.
That is, for every two elements in the list G =
{e,s, 1, sr,1?,5r°}, we can compose them to form
a third element in the same list. Note that 1* =
roror=eands’ =sos =e.

Sl el s | xr]sr| 2 |s?
e e r | sr| r sr?
s s | e |sr|r |s?| 2
r r s | 2| s Sr
ST O| 2 |0 e r
2 ?lsr|e | O r O

st?2 || O] O s | | sr U

Table 1: The composition a o b is what would
have happened had we applied the operation b
first, and then a, where a is in G. For simplicity,
we denote this composition by ab. [NOTE: THE
ORDER IS IMPORTANT! ]

The above table characterizes the group en-
tirely and it is sometimes called the Cayley table
of a group. Every element of the group appears
exactly once in each row and column, like in a
Sudoku puzzle. We left some of the entries blank
in case you'd like to practice composing the op-
erations of this group — a “grouppoku” if you
will.

Of course, making these kind of tables is too
tedious in practice. Nobody has time for that.
Let’s be minimalists. We only really used three
relationships to create the table:

e’ =e
e s’=e
e 1s = sr’> = sr™ !, or equivalently, rsrs = 1.

For instance, if we want to know the composi-
tion st? o 2 0 5, we could simply compute:

sr’orfos =so(roror)oros=soeoros

:SI'S:I'i1 :1‘2
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Itis a fact — and a surprising one — that our group
is the only one with six elements which satisfies
these three relationships. We summarize this as

G={(rs|rP=s>=rsrs=e).

This is known as the presentation of a group and
r,s are its generators. The generators play the
roles of the arrows r and s in Figure 2.!

You might ask, ‘But, what about
rssrrrssrsrsrssy?’ It turns out that any concate-
nation of #’s and s’s can be simplified to one of
the six elements of the group. Indeed,

rssrrrssrsrsrssr = r(ss)(rrr)(ss)(rsrs)r(ss)r

=rrr=e.

The fact that we can place those parentheses any-
where and strike out every instance of ss, rrr or
rsrs is a consequence of associativity. It’s the same
reason 2 x 3 x5 = 6 x 5 = 2 x 15, but it is not
the same reason 2 x 3 = 3 x 2. That second
property is called commutativity. Note that our
group G = {e,s,1,sr, s’} is not commutative.
We make this precise in the definition at the end
of the section.

There is another, more general way of talk-
ing about the “triangle” group (a more technical
name is “dihedral group of order six”). Stare at
2 a bit more, and ask yourself what essential in-
formation the picture contains.

All we really need to know is how r and s
permute the ordered numbers [123].

For instance, r takes the number 1 to the num-
ber 2, 2 to 3 and 3 to 1, whereas s fixes 1 and
swaps 2 and 3. We can write this down as

(1 2 3 /1 2 3
=\23 1) 5= \1 3 2)

with the precise meaning of the “ = ” sign yet to
be explained.

Once again, it is important to note that each
array of numbers defines an operation, and that
we can compose these operations.

Say we wanted to apply s first, then r (so
ros = rs —note the order!). We should be able to
write down a corresponding array of numbers:

(1 2 3
"=\o o g/

To figure out where rs takes 2, you can think:
“Two goes to three and three goes to one, so two goes

to one.” Repeat for each entry to obtain the cor-
responding array. Doing this for each triangle in

our “map” (2),
3 (12 3
3) 71 3 2
3 /1 23
1) S*=\3 2 1
3y o2_ (123
2 “\2 1 3

Observe that every array in the right column has
a “fixed point”. Each of these arrays corresponds
to flipping the triangle along the line passing
through the fixed vertex and the midpoint of the
opposing side. Refer to Figure 1 to see this. Prob-
ably the most important thing to note is that the
relative positions of the numbers make the compo-
sitions work out. For instance, applying r simply
cycles the list 1,2, 3, essentially shifting it right.

[
Il
N\
N =
RN WN NN

Before moving on, we pause to briefly reflect
on what we’ve learned so far and to make some
of the ideas more precise.

The first thing to understand is that each of
the ways of displaying this “dihedral group of
order six” has its distinct advantages and disad-
vantages. Having multiple ways of expressing
the same idea is fundamental to mathematics,
because some difficult problems become routine
calculations when viewed the right way. What
is common in all these perspectives is that we
could compose operations, and that each of these
operations is reversible. We use this to motivate
our first official definition.

Definition 3 (Group). A finite group G is a set of
elements {g1,82,...,8n} With a binary operation o
such that:

o There is an element e such thateo g = goe =
g for any element g of the set G;

e Any element g has an inverse g~ ' such that
gogl=glog=¢

o The operation o is associative: for any ele-
ments §1,92,83 in G, (§1042)093 = g1 0
(82083)-

1A common way of representing the relationships in Figure 2 is by means of a “Cayley graph.” These graphs provide a
wonderful avenue for exploring the interplay between groups and geometry.
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SUBGROUPS AND QUOTIENTS

We introduce some terminology and notation
for this section. The order of a (finite) group G
is the number of elements it contains and is de-
noted by |G|. Let’s assume from now on that
|G| = n (i.e, G = {g1,...,4n}). The statement
‘H is a subgroup of G’ will be denoted by H < G,
and the statement ¢ € G means ‘g is an ele-
ment of G’. We often adopt the convention of
dropping the ‘o’ when writing group elements,
so g o hy o h™!is the exact same thing as ghih 1.

Now, if G = {g1,...,4n} is a group, a sub-
group is presumably a subset?> H of G such that
H is itself a group.

To make this clearer, let’s go back to our orig-
inal example with triangles.

p

T2 R o

Consider first the cells shaded black, including
the e in the top left. The elements in black cells
are e and s. Note that se = es = e and ss = e.
The list S = {e, s} is closed under composition and
contains the inverse of every element in the list
as well as the identity element e. The subset S
is in fact a subgroup of G. The same holds for
R = {e,1,1%}.

It's natural to ask how the structure of a
group relates with its subgroups. This is a sur-
prisingly deep question. Probably the most fun-
damental way of studying this relationship is by
quotienting, and it comes up everywhere in math-
ematics. The rest of this section is dedicated to
motivating and describing this ‘quotient” struc-
ture.

To begin, let’s recall that individual elements
act on each other. We can generalise this to whole
subgroups acting on an element. For instance,
the left column of Figure 2 is the result of the ac-
tion of the subgroup R on the identity e. It is
the list of elements R - e = {e, re, 1*} obtained by
composing each element of r € R with e.®> This
list, which we denote R - e, is known as the orbit
of e under the action of R.

In the same way, we can act a subgroup H on
the whole group G by acting H on eacth element
g of G to obtain different orbits H - g. If H =
{h1,h2, R ,I’lk}, then H - g = {]’llg,hzg, ... ,]’lkg},
and the action of H on G gives you a collection
of orbits, {H-¢1,H - g2,...,H - gu}, one for each
of the n elements of G.

Ask yourself, (i) what can you say about the
orbits? (ii) Can they intersect? (iii) How many
distinct orbits are there? We will answer all these
questions.

The first thing to notice that is that every el-
ement ¢ will be in some orbit, because H is a
(sub)group and therefore contains the identity
element, e. Therefore, the orbit H - ¢ contains the
elementeg = g.

Now, consider the following diagram of or-
bits resulting from the action of some subgroup
Hon G:

Which is more likely: the situation on the left, or
the one on the right?

It turns out that the picture on the left can
never happen, and the situation on the right must
always happen. In other words, the orbits of two
different elements are either totally distinct or
identical.

To make this more plausible, first consider
that the orbit H - g has the exact same number
of elements as H does (say k). To see this, sup-
pose that H = {hy,hy, ..., h} has k distinct ele-
ments (so h; # h;j for any i # j), and recall that
H-g = {mghg, ..., hkg}. It's clear there are
at most k elements. If there were less, then two
elements of the list would be equal, i.e.

But we are in a group, so we can multiply by
¢~! on the right on both sides to obtain h; =
higg ! = hjgg’l = hj, so hj = h; and it must
be thati =j.

Let’s make this into an official proposition.

2By subset I mean that every element in H is also in G. This is written H C G.
3In this case, we are acting R from the left (R - e), so this is a left action.
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Proposition 1. The orbits H - g partition the group
G into distinct sets of order k, where k = |H|.

Proof. From the above discussion, each orbit H -
¢ has |H| = k elements. We wish to show that
any two orbits are either completely distinct or
identical.

Suppose that H - g; and H - g» are two or-
bits which share an element in common. We will
show that H-g; = H-g. NOTE CAREFULLY
THIS DOES NOT MEAN hg; = hgy for any h, but
that if you give me some kg1, then I can find
hy € H such that hpgy = h141.

So, if H- g and H - g, share an element in
common, we have hyg; = hyg for some hy, h; €
H. Multiply by hy ! on the left on both sides to
obtain

g1 = ]’lflhzgz.

Note that i 1h2 is an element of H, since H is a
subgroup.

Now, let h’1 g1 be any other element of H - g.
Then setting 1, = h\hy 'hy, we get

181 = i (hy ' haga) = (hihy 'ho)ga = hyga,
so we have expressed /g7 as
(some element of H) - .
Therefore, g, € H - ¢». O

Corollary 2 (Lagrange). The order (the number of
elements) |H| = k of any subgroup divides the order
|G| = n of the group.

Proof. The action partitions the group G into dis-
joint orbits of size k (orbits are represented by
dotted lines and k = 4 in the diagram), and
the union of these orbits makes up the whole
group G. If m denotes the number of orbits, then
mk = n, so k divides n.

O

At this point we’ve answered two of the three
questions we asked earlier: there are precisely
|G|/|H| = n/k distinct orbits, and they cannot
intersect. However, we can say a lot more about
these orbits by looking at the quotient structure
they induce.

To motivate the idea of ‘quotienting’, let’s
consider a realistic example. Suppose we're
playing, ‘put the triangle in the box’. The rules of
the game are that you are told to put the triangle
in the box a certain way and then you do it —it’s
oddly satisfying. What if you are farsighted and
don’t have your glasses, so that you can’t see the
numbers on the triangle?

In other words, Figure 2 becomes

The “r” arrows do nothing — we are blind to
rotations. All we see are the orbits of G under
the action of R, the subgroup of rotations. This
is a quotient structure.

However, we shouldn’t forget the group G
completely. We can still flip the triangle over —
i.e., apply s —and if we flip twice then we recover
the original triangle.

To make this precise, we have to define the
composition of two orbits. That is, you need
to know how to ‘multiply” orbits as though they
were elements in a group, like for instance R - r
and R - rs. Do it in the most natural way:

R-roR-rs=R-(rors) =R-sr.

This construction is called the quotient of G by R
and is denoted G/R. In general, if you are given
asubgroup H = {hj, ..., h;}, the composition of
two elements H - g1 and H - g, in G/ H is defined
by
(H-g1)o(H-g2) =H-(8182),

where g1¢» is computed according to the group
law of G.
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So we have a respectable candidate for a
group law on G/H, but we’re not out of the
woods yet. Could anything go wrong?

The problem is that we have different repre-
sentatives for the same element: e, r and r? all fall
into the same orbit under the action of R. More
generally, if

H'gle'gZI H'g3:H'g4/

(i.e., g1, &2 fall in one orbit, g3, g4 fall in another),
how can you ensure that

(H-g1)o(H-g3)=(H-g2)o(H-g4)? (1)

There is an elegant condition which specifies
precisely when (1) holds. We require that H be
a normal subgroup, and we relegate the explana-
tion and proof to three exercises.

Problem 3. Show that H-g = g-H (e,
{mg, ....mg} = {gh1,...,ght}) if and only if
ghg™' € G for any h in H. If this holds for some
subgroup H < G, we say H is normal in G.

Problem 4. Show that the quotient G/H is well-
defined and that G/ H is a group if ghg~ ' is in H for
every h in H. To do this, let g1, $2, 33, g4 be as given
above. You must show that every element in H - g193
is contained in H - g2qu, i.e. for any hy there is an hy
such that h1g183 = hy§284.

Problem 5. Convince yourself that this assump-
tion cannot be dropped by considering the subgroup
S = {e, s} of flips in the triangle group. In particu-
lar,S-sr=S-rand S -sr* = S - 2, but the compo-
sition does not agree. Generalize this to any group G
and subgroup H.

THE FIRST ISOMORPHISM THEOREM

In the previous section, we asked ourselves how
a group related to its subgroups. We saw that
by acting a subgroup H < G on G, we partition
G into disjoint sets of equal size called orbits. If
(AND ONLY IF!) it turns out that ghg™! € H for
every ¢ € G, then the operation H-gj 0 H- o is
well-defined (independent of the choice of rep-
resentatives g1 and g») and we can talk of the
quotient group G/H, which retains some — but
not all — of the structure of G. G/ H is, in a sense,
a ‘coarse’ description of G.

The purpose of this section is to formulate
the exact same idea in terms of mappings. In
other words, we want to define a ‘structure-
preserving’ function ¢ such that ¢(g) = H- g. In
order to go through with this construction, we
have to define the notion of a morphism.

Definition 4. -morphism, suffix. From the Greek
uopeta (morphe, ‘form, shape’) + -ism. 1. the state
of having a specified form or shape.

Okay, maybe that wasn’t super helpful. Try
this one.

Definition 5. A homomorphism from a group G
with operation og to a group H with operation oy
is a function (a ‘map’) ¢ : G — H such that

¢(g1 06 82) = ¢(g1) o P(82) )

for every g1,82 € G. If eg denotes the identity el-
ement of G, and ey that of H, then we must have

¢(ec) = ¢(en).

Notice that we distinguish between the op-
eration in G and the operation in H. For in-
stance, when we took G/H = {H -e,H - s} we
knew what H - e o H - s ‘meant’, but in reality
we cheated: the operation o doesn’t even make
sense for H - e! See the second example below if
you are confused about this distinction.

Moreover, in this definition H need not be
a subgroup of G. This definition is completely
general, and it only refers to the underlying
structure of the group. 2 is saying: it doesn’t
matter if we operate in G first and then send it
to H, or if we send the elements to H first and
then operate on them.

Example. (A silly one.) Consider ¢ to be the
function which translates numbers from English
to French:

¢(three +f seven) = ¢(ten) = dix
¢(three +f seven) = trois +F sept = dix.

Hopefully, you'll believe that this works for any
g1, € integers. In some sense, ¢ is a homo-
morphism.

Example. (A non-trivial one.) First, convince
yourself that IR, the real numbers, is a group un-
der the operation +:

e Forany x,y,z € R, wehavex +y € Rand
(x+y)+z=x+({y+2).

e the inverse of x is —x,
e the group identity e is 0.

Compare with Definition 3. Take the time to in-
ternalize the fact that + is nothing more than a
symbol. We could’ve said 306 =9 and 0o x = x.
The symbol we use to denote the operation has
nothing to do with the structure.
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Remark: This is also our first example of an
infinite group.

Perhaps surprisingly, there is a homomor-
phism

¢: R —= Ry, (¢ sends R to Ry~q)

where R, is the group of strictly positive real
numbers with the operation being multiplication
x (another stupid symbol). [Convince yourself
that Ry~ is a group: what is the identity? what
is the inverse of some x € Ry~(? Is the operation
associative?]

The homomorphism ¢ which relates IR to
Ry>0 is the most important function in mathe-
matics, ¢(x) = e*:

Ppx+y) =V =e" xe¥ = ¢(x) x ¢(y)
$(0) = 1.

So in other words, it doesn’t matter if we add
and then exponentiate, or exponentiate and then
add. Add and translate to French, or trans-
late into French and then add. Notice also that
$(0) = 1, which is the identity of multiplication.
There’s also something special about this ex-
ample: the function e also has an inverse de-
fined on the positive real numbers: the loga-
rithm, ¢~1(y) = log(y). One can check that it
satisfies the properties of a homomorphism.

This example provides an example of an in-
vertible homomorphism — an isomorphism. Go-
ing back to the etymological definition, we see
that the words make a lot of sense, even though
they might sound intimidating at first: homo-
morphism - similar structure; iso-morphism —
identical structure®.

The notion of isomorphism abstracts the idea
that there may be many representations of the
same structure. There’s no difference between
permutations of the numbers [123] and rigid mo-
tions of a triangle, (r,s : > = s? = rsrs); the two
groups are isomorphic. We will use this example
to demonstrate the so-called ‘First isomorphism
theorem.”

Our first step is to construct a homomor-
phism ¢ : G — G/R. Let’s call the identity of
G/R eg, and let’s denote the only other element
sg. The map ¢ should take anything in the orbit
R - e to eg and anything in the orbit R - s to sg.

Thus,
_ JeRr 2
P(g) = {SR

ifg=-erorr
if ¢ = s, sr or sr?

In other words, ¢ is not wearing its glasses. It
treats every element in the same orbit equally.

Naturally, we can ask about the inverse of a ho-
momorphism ¢, but in this case there are multi-
ple elements in G mapping to the same elements
in G/R. There is a distinguished name for the
pre-image of the identity: it is called the kernel,
and is denoted ker¢. We have the following
happy fact.

Proposition 6. The kernel ker ¢ of a group homo-
morphism ¢ : G — H is a subgroup of G.

Proof. It suffices to show that ker ¢ is closed under
composition and contains its inverses.® If g, g> €
ker ¢, then

¢(8106 82) = ¢(81) on ¢(2)
(since ¢ is a homomorphism)

=epopey
(since both g1, g2 € ker ¢)

= eH
(since e is the identity in H)

The fact that ker ¢ contains its inverses follows
from the fact that ¢(g~') = (¢(g))~" (why, and
why is the fact true?). O

Proposition 7. The kernel ker ¢ of a group homo-
morphism ¢ : G — H is normal.

Proof. Tt is required to show that ghg™! € ker ¢
for every I € ker ¢. From the defining property
of a homomorphism,

p(gohog™) =¢(g)op(h)op(s)
=p(g)oeyo(p(g))?
$(g) o (¢(g)) " = en.

In the above, we avoided specifying where the
operation o is taking place, but you should fig-
ure it out if it’s not clear. O

% Actually, this might be a bastardisation of Greek. The prefixes homo- and iso- seem to mean the same thing.
SWhy does associativity follow, and why don’t we require that e € ker ¢?
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So we have a subgroup, ker ¢ < G. We know
that acting subgroups on the group gives us in-
formation about structure; let’s do that. What
can you say about the orbits ker¢ - g? Any
k € ker ¢ satisfies ¢(k) = ey, so for any kg €

ker¢-g,
p(kog) = ¢(k) o p(g) =encd(g) = ¢(g)-

In other words,

every element in the orbit of ker ¢ - ¢ maps to
the same place as g under ¢!

Moreover, since ker¢ is a normal subgroup,
G/ ker ¢ is itself a group with the operation de-
fined by

ker¢-grokerd- g =ker¢-(g1082),

as before. Thus we have the following two ob-
servations:

e ¢ sends each element in ker ¢ - g to the same
hin H, and

e Each ker ¢ - g is a single element in the quo-
tient G/ ker ¢.

These observations require one to hold many
definitions in mind at the same time which can
be difficult and confusing, especially if this is
one’s first encounter with an isomorphism theo-
rem. The essence of these two facts is that the el-
ements of G/ ker ¢ and H are in one-to-one cor-
respondence. From this we might guess that the

JOKES AND COMICS

groups H and G/ ker ¢ are isomorphic. The first
isomorphism theorem says that this is indeed the
case.

An alternative perspective is that quotient-
ing out by ker ¢ strips away all the information
which just gets killed® by the homomorphism ¢,
analogous to the way in which quotienting by R
strips away the information contained by rota-
tions.

This theorem is so remarkable, so wonderful,
that we will end our discussion with it.

Theorem 8 (First isomorphism theorem). Sup-
pose G and H are groups and ¢ : G — H a homomor-
phism. Then ker ¢ < G (is a subgroup), ker ¢ < G
(is a normal subgroup), and G/ ker ¢ = H (is iso-
morphic fo H).

Moreover, given any normal subgroup K < G,
there is a homomorphism  : G — G/K. This is
called the natural projection of G onto G/K.

xked 404: Convincing Pickup Line

Check it out; I've had sex with someone who’s had sex with someone who's written a paper with Paul Erdos!.

6Technical term for ‘sent to the identity’ — no joke.

THE SELTA-ePSILON

MCGILL UNDERGRADUATE MATHEMATICS JOURNAL



A Discrete Analog of Courant’s Theorem

39

VIEWING WEIGHTED GRAPHS AS A DIFFERENTIABLE MANIFOLD:
A DISCRETE ANALOG OF COURANT’S THEOREM

Thomas Ng

Eigenvalues and eigenvectors of operators have been studied extensively due to their mathemati-
cal elegance and direct applications in many other disciplines such as general relativity. This has led
to intense study of differential operators in the form of Spectral Geometry. Matrices, however, can
be seen as operators on finite dimensional space, and surface in various seemingly unrelated fields
such as Graph Theory. We provide a brief introduction to Spectral Graph Theory and illustrate the
relationship with Spectral Theory of Manifolds including a reformulation of the proof of a discrete
version of Courant’s theorem on the interlacing of nodal sets of eigenfunctions by Chapon.

1 INTRODUCTION

Consider a finite simple graph G = (V, E) where
V ={1...n}is thevertexsetand E C V x V is
the edge set. We say thati ~ jif (i,j) € E. Gis
equipped with edge weight function wg : E —
R.. ! This naturally induces a notion of edge
length /r : E — Ry given by (g (i,]) := m
These functions may then be extended to ones
on V x V, namely:

0:V xV =Ry U{co}
w:VxV—RyuU{0},

given by

0i, ) = {eE(i,]') if (i,j) € E

) otherwise

w(i,j) = we(i,j) if(i,j) € E
’ 0 otherwise.

This lets us define the adjacency matrix as
A= (w(irj))1gi,j§n

and the degree matrix

D = diag (Z w(l,j)... Y, w(n,])> .

j~1 j~n

We will be concerned with differential operators
on functions u : V — R.

By finiteness of the vertex set, the space of all
such functions is finite dimensional and is usu-
ally expressed as £2(V) (square integrable func-
tions).

We then define the Discrete Laplacian to be A :
L2(V) — L%(V) given by

A=D - A. 1)

n this case we say (G, w) is a weighted graph.

Note that according to our construction, the con-
stant vector is both a left and right eigenvector of
the Laplacian with eigenvalue zero because the
terms in any row or column sum to 0. This may
be remedied by adding a so called scalar poten-
tial, which we will discuss later.

This definition of the discrete Laplacian may
appear unnatural, however it is deeply rooted in
the definition of the Laplacian seen in differen-
tial geometry: A(f) = —div(Vf).

Recall that for a manifold M, the gradient (V)
is a map from square integrable functions on the
manifold (£?(M)) to a vector field tangent to the
surface of M (called the tangent bundle, often
denoted T M) by assigning to each point p a vec-
tor of partial derivatives.

Vi () (550 )

ox1 Oxy

7

p

where the x;’s are basis vectors for T, M, the tan-
gent space at p. The following is a derivation
of eq. 1 that illustrates analogs of derivatives of
functions on weighted graphs.

On a graph, the tangent space about a vertex
is the disjoint union of edges incident to it, so we
can define the gradient along one of these edges
to be ) — uli)

cu(j) —u(
Vu(i, ) o
Similarly, the divergence of a vector field is given
by the integral of the vector field emanating from
a point. We define the divergence on a graph
to be the sum of ‘flow” emanating from a vertex,
that is,
divf(i) =Y f(ij).

j~i

It is an easy computation to verify that compos-
ing these two definitions gives rise to the for-
mula above.
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2 CONTINUOUS COURANT’S
THEOREM

In this section, we provide the necessary defini-
tions and present the nodal domain theorem of
Courant proved in his 1953 paper.

Say f : O — R where () is some domain.

Definition 6. The Nodal Set (N(f)) of a function
f is the set of points where f vanishes that is:

N(f) ={xeQ:f(x) =0}

Definition 7. A Nodal Domain of f is a connected
component of Q\N (f).

Theorem 1 (Courant, 1953). If S : £?(Q) —
L2(Q)) is a self-adjoint second order elliptic operator
with arbitrary boundary conditions % with eigenval-
ues:

MSAp< <A<

and corresponding eigenfunctions

fifoofue.

then fy, has at most n nodal domains.

Definition 8. A differential operator S is called a
Schrodinger Operator, or generalized Laplacian, if
it is given by S = —A + P where P : £L2(Q) — Ris
a scalar valued function.

Corollary 2 (Interlacing Property). If S is a
Schrodinger Operator defined on a one-dimensional
domain, then the nodal sets of f,, and f, ;1 interlace.

Definition 9. We say that two sets of points X,Y
interlace if between any two points of X, there is a
unique point in Y.

This property is of particular interest because
it is a very strong condition on the location
of nodal domains of successive eigenfunctions,
which helps characterize the spectrum and ge-
ometry of manifolds.

3 A GRAPH THEORETIC ANALOG

We can extend our concept of Discrete Laplacian
to give us a Discrete Schrodinger Operator by
adding a potential function P to the Laplacian,
where P is a function from the vertices to the real
numbers. Explicitly, P(i)) e R Vie V.

A priori, there is no way to draw a parallel
to Courant’s Theorem for graphs because we
have not built up a notion of eigenfunctions on
graphs. However, because we are working on a
finite space there is a natural isomorphism from
eigenvectors to vertex-valued functions given by

u=(uy...up) <— fu:i—u;.

Because of this, we may treat eigenvectors as
eigenfunctions and will use the notation u(i) to
denote the function associated with u evaluated
at i. This also allows us to index vectors later.

These functions, however, still fail to provide
a well-defined notion of nodal set as the eigen-
vectors may not vanish on any vertex at all. In-
stead, it is actually more advantageous to extend
the notion of nodal domains to graphs.

Definition 10. A strong sign graph of G with re-
specttou : V. — R is a maximal subtree T C G such
that u|y has constant sign.

This definition is presented in a paper by
Davies et al in 2001 where they proved the fol-
lowing theorem.

Theorem 3 (Davies et al., 2001). Given A1 <

- < Ay, the eigenvalues of a generalized Lapla-
cian, if Ay has multiplicity v, then any corresponding
eigenvector has at most k +r — 1 strong sign graphs.

Corollary 4. If all the eigenvalues of a generalized
Laplacian are simple (multiplicity one), then uy, the
eigenvector associated with Ay, has at most k strong
sign graphs.

The eigenvectors are discontinuous by the na-
ture of V being discrete, however, by linearly
interpolating each eigenfunction u we obtain a
continuous extension # : G — R given by the
formula:

a(t) == Vi, )t + u(i).

Given this, we can properly define the nodal set
of u to be the zeros of ii. After parametrizing
each edge by t € (0,1), the zeros can be found
explicitly to be:®

o _ull)
Vi)

= A(t*) = Vu(i,j) (wﬁi(é)])) +u(i) =0

’These terms may seem rather daunting, but they are not crucial to understanding this theorem. It is enough to note that
self-adjoint ensures real eigenvalues, and elliptic gives positivity of the first eigenvalue.

3This notion of a parametrization of the edges as a one dimensional manifold is used in the study of metric graphs and will
be crucial to completing our proof of the discretized Courant Nodal Domain Theorem.
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Note that the strong sign graphs of the ex-
tended function i becomes the strong sign graph
union some partial edges, namely subintervals
[0,t], of where edges are parametrized from
(0,1) as above.

The only missing piece now is a graph theo-
retic “one-dimensional” domain. The most im-
portant property of single dimensional spaces is
that there is a unique shortest path/geodesic be-
tween any two points. So we expect to restrict
our search to trees.

4 DISCRETE GREEN’S THEOREM

Recall that Green’s Theorem from multivariate
calculus is as follows

//Q (gi - ?;5) dxdy = ?gQQdHde

and the corresponding version on manifolds:

/ (ulv —vAu) dV
JM

= o (udii(v) — vdit(u)) dV

In order to discuss Green’s Theorem, we re-
quire a notions of boundary* for some non-
trivial connected subgraph S with vertex set
V(S). The usual boundary is the following:

a(S) = {(i,j) €E:i e V(S)andj € V\V(S)}.

In a sense we assign an orientation to each edge
in the boundary pointing outward from the sub-
graph. This mimics an outward normal on do-
mains.

Theorem 5 (Green’s (Discrete)). For u,v €
L2(V) with T, a strong sign graph of u, we have:

Y [u(i)do(i) — Au(i)o(i)] )
i€V(T)
= X

(i,j)ea(T)

[Vu(i,j)o(i) —u())Vo(i,j)] .

Proof. The proof is a straightforward calculation.

Expanding the LHS and regrouping, we get
Y [u(i) Ao (i) — Au(i)o(i)]

icV(T)
=Y [u(i)[~divVo(i)] — [~divVu(i)]o(i)]
icV(T)
= Y [divVu(i)o(i) — u(i)divVo(i)]
ieV(T)

= Y Y Vu(i,joi) —u@i) ) Vo(i,j)

iV (T) Lj~i j~i
=Y [Vu(i,j)o(i) — u(i)Vo(i, j)]

(i,j)€E

Observe that for each (i,j) € E\J(T), the corre-
sponding summand occurs along with it’s nega-
tive. Hence,

= )

(i,j)ea(T)

[Vu(i, j)o(i) —u()Vo(i, j)] -

O

Notice that by adding and subtracting a poten-
tial function from the right side of eq. 2, we
obtain the equivalent statement for generalized
Laplacians.

5 INTERLACING PROPERTY ON TREES

We now have all the tools we need to complete
a proof of Courant’s Nodal Domain Theorem for
trees.

Theorem 6 (Chapon, 2009). Given (G,w) a
weighted tree with associated Schrodinger Operator
S,if Ay < -+ < Ay are the eigenvalues of S and the
associated eigenvectors are uj .. .uy, then uy has ex-
actly k nodal domains. Moreover, the nodal sets of uy
and u, 1 interlace.

Proof. First, the Perron-Frobenius theorem states
that Ay is simple and it has a corresponding
eigenvector everywhere positive. This means
that u; has one strong sign graph. Now, by
Corollary 4, it suffices to show that 11 has at
least one more nodal domain than u.

Say A < pu are eigenvalues of S with asso-
ciated eigenvectors u, v respectively. Let T be a
strong sign graph of u, and assume for the sake
of contradiction that v is of constant sign on T,
that is, N'(v) N T = @. Without loss of general-
ity, assume that® u|, v|; > 0 and consider the

“We can alternatively treat a graph like a one-dimensional metric space and allow the boundary of a strong sign graph to be
the points. Z(T(f)) = {t € [0,1) : f(t) = 0}. This is the approach used in Chapon’s proof of the Discrete Courant’s theorem.
5The other cases fall out by the same argument possibly reversing a negative sign.
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Discrete Green’s Theorem on the subgraph T.

Y (u(i)Av(i) — Au(i)o(i))

ieV(T)
=Y (Vu(i,j)o(i) — u(i)Vo(i,j))
(i,j)€d(T)
and
(= A) Y u(i)o(i) ®)
ieV(T)

— Y Vu(i,j) <v(i) — Vo(i,j) vz(é?],» .

(i.,j)ed(T)

The left hand side of eq. 3 is positive as both
(4 — A) and the summation are. However,

Y. Vu(i,j) <0
(i,)€a(T)

JOKES AND COMICS

since u|; > 0 and T is a strong sign graph.
Notice also that (v(i) — Vo(i, j)u(i)/Vu(i,j)) =
9(ty;) where t; € [0,1) is the zero of il along the
boundary edge (i, j). Now, by assumption

since V' (v) N T = @ and v is of constant sign on
T, so we have reached a contradiction.

Thus, uy1 changes sign on each strong sign
graph of uy, that is i}, 1 vanishes on each strong
sign graph of uy. Therefore, 11 has at least one
more strong sign graph than u; and by induc-
tion, uj has exactly k strong sign graphs. More-
over, the above argument demonstrates that the
Nodals Sets of consecutive eigenvectors inter-
lace. O

A physicist and a mathematician are sitting in a faculty lounge. Suddenly, the coffee machine catches
on fire. The physicist grabs a bucket and leap towards the sink, filled the bucket with water and puts
out the fire. Second day, the same two sit in the same lounge. Again, the coffee machine catches on fire.
This time, the mathematician stands up, got a bucket, hands the bucket to the physicist, thus reducing

the problem to a previously solved one.

xked 1202: Integration by parts

If you can manage to choose 1 and v such that u = v = x, then the answer is just

(1)x2, which is easy to remember. Oh, and add a "+C’ or you'll get yelled at. ..
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